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— coverage 
— speed 
— cost

When & why?

How?

Evaluation?

— collaborate with experts 
— access to user activity data 
— machine learning 
— natural language processing

— (partial) ground truth 
— model interpretation 
— real-time
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Google Flu Trends (discontinued)
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Flu Detector, fludetector.cs.ucl.ac.uk

http://fludetector.cs.ucl.ac.uk
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Health Map, healthmap.org

http://healthmap.org


Online data for health  (3/3)

Health  
intervention Impact?



Online data for health  (3/3)

Health  
intervention Impact?



Online data for health  (3/3)

Vaccinations 
against flu Impact?

Lampos, Yom-Tov, Pebody, Cox (2015) doi:10.1007/s10618-015-0427-9 
Wagner, Lampos, Yom-Tov, Pebody, Cox (2017) doi:10.2196/jmir.8184

http://dx.doi.org/10.1007/s10618-015-0427-9
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Google Flu Trends (GFT)

Combining the n 5 45 highest-scoring queries was found to obtain
the best fit. These 45 search queries, although selected automatically,
appeared to be consistently related to ILIs. Other search queries in the
top 100, not included in our model, included topics like ‘high school
basketball’, which tend to coincide with influenza season in the
United States (Table 1).

Using this ILI-related query fraction as the explanatory variable,
we fit a final linear model to weekly ILI percentages between 2003 and
2007 for all nine regions together, thus obtaining a single, region-
independent coefficient. The model was able to obtain a good fit with
CDC-reported ILI percentages, with a mean correlation of 0.90
(min 5 0.80, max 5 0.96, n 5 9 regions; Fig. 2).

The final model was validated on 42 points per region of previously
untested data from 2007 to 2008, which were excluded from all
previous steps. Estimates generated for these 42 points obtained a
mean correlation of 0.97 (min 5 0.92, max 5 0.99, n 5 9 regions)
with the CDC-observed ILI percentages.

Throughout the 2007–08 influenza season we used preliminary
versions of our model to generate ILI estimates, and shared our
results each week with the Epidemiology and Prevention Branch of
Influenza Division at the CDC to evaluate timeliness and accuracy.
Figure 3 illustrates data available at different points throughout the
season. Across the nine regions, we were able to estimate consistently
the current ILI percentage 1–2 weeks ahead of the publication of
reports by the CDC’s US Influenza Sentinel Provider Surveillance
Network.

Because localized influenza surveillance is particularly useful for
public health planning, we sought to validate further our model

against weekly ILI percentages for individual states. The CDC does
not make state-level data publicly available, but we validated our
model against state-reported ILI percentages provided by the state
of Utah, and obtained a correlation of 0.90 across 42 validation points
(Supplementary Fig. 3).

Google web search queries can be used to estimate ILI percentages
accurately in each of the nine public health regions of the United
States. Because search queries can be processed quickly, the resulting
ILI estimates were consistently 1–2 weeks ahead of CDC ILI surveil-
lance reports. The early detection provided by this approach may
become an important line of defence against future influenza epi-
demics in the United States, and perhaps eventually in international
settings.

Up-to-date influenza estimates may enable public health officials
and health professionals to respond better to seasonal epidemics. If a
region experiences an early, sharp increase in ILI physician visits, it
may be possible to focus additional resources on that region to
identify the aetiology of the outbreak, providing extra vaccine capa-
city or raising local media awareness as necessary.

This system is not designed to be a replacement for traditional
surveillance networks or supplant the need for laboratory-based dia-
gnoses and surveillance. Notable increases in ILI-related search activity
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Figure 1 | An evaluation of how many top-scoring queries to include in the
ILI-related query fraction. Maximal performance at estimating out-of-
sample points during cross-validation was obtained by summing the top 45
search queries. A steep drop in model performance occurs after adding query
81, which is ‘oscar nominations’.

Table 1 | Topics found in search queries which were found to be most cor-
related with CDC ILI data

Search query topic Top 45 queries Next 55 queries
n Weighted n Weighted

Influenza complication 11 18.15 5 3.40
Cold/flu remedy 8 5.05 6 5.03
General influenza symptoms 5 2.60 1 0.07
Term for influenza 4 3.74 6 0.30
Specific influenza symptom 4 2.54 6 3.74
Symptoms of an influenza
complication

4 2.21 2 0.92

Antibiotic medication 3 6.23 3 3.17
General influenza remedies 2 0.18 1 0.32
Symptoms of a related disease 2 1.66 2 0.77
Antiviral medication 1 0.39 1 0.74
Related disease 1 6.66 3 3.77
Unrelated to influenza 0 0.00 19 28.37
Total 45 49.40 55 50.60

The top 45 queries were used in our final model; the next 55 queries are presented for
comparison purposes. The number of queries in each topic is indicated, as well as query-
volume-weighted counts, reflecting the relative frequency of queries in each topic.
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Figure 2 | A comparison of model estimates for the mid-Atlantic region
(black) against CDC-reported ILI percentages (red), including points over
which the model was fit and validated. A correlation of 0.85 was obtained
over 128 points from this region to which the model was fit, whereas a
correlation of 0.96 was obtained over 42 validation points. Dotted lines
indicate 95% prediction intervals. The region comprises New York, New
Jersey and Pennsylvania.
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Figure 3 | ILI percentages estimated by our model (black) and provided by
the CDC (red) in the mid-Atlantic region, showing data available at four
points in the 2007-2008 influenza season. During week 5 we detected a
sharply increasing ILI percentage in the mid-Atlantic region; similarly, on 3
March our model indicated that the peak ILI percentage had been reached
during week 8, with sharp declines in weeks 9 and 10. Both results were later
confirmed by CDC ILI data.
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Figure 2 | A comparison of model estimates for the mid-Atlantic region
(black) against CDC-reported ILI percentages (red), including points over
which the model was fit and validated. A correlation of 0.85 was obtained
over 128 points from this region to which the model was fit, whereas a
correlation of 0.96 was obtained over 42 validation points. Dotted lines
indicate 95% prediction intervals. The region comprises New York, New
Jersey and Pennsylvania.
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Figure 3 | ILI percentages estimated by our model (black) and provided by
the CDC (red) in the mid-Atlantic region, showing data available at four
points in the 2007-2008 influenza season. During week 5 we detected a
sharply increasing ILI percentage in the mid-Atlantic region; similarly, on 3
March our model indicated that the peak ILI percentage had been reached
during week 8, with sharp declines in weeks 9 and 10. Both results were later
confirmed by CDC ILI data.
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GFT — Supervised learning

Regression 

Observations (X): Frequencies of n search queries for a 
location L and m contiguous time intervals of length τ  

Targets (y): Rates of influenza-like illness (ILI) for L 
and for the same m contiguous time intervals, obtained 
from a health agency 

Learn a function f such that f: X ∈ ℝn⨯m ⟶ y ∈ ℝn
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GFT v.1 — Model

Detecting influenza epidemics using search engine query data 2

Traditional surveillance systems, including those employed by 
the U.S. Centers for Disease Control and Prevention (CDC) and 
the European Influenza Surveillance Scheme (EISS), rely on 
both virologic and clinical data, including influenza-like illness 
(ILI) physician visits. CDC publishes national and regional data 
from these surveillance systems on a weekly basis, typically 
with a 1-2 week reporting lag.

In an attempt to provide faster detection, innovative 
surveillance systems have been created to monitor indirect 
signals of influenza activity, such as call volume to telephone 
triage advice lines5 and over-the-counter drug sales6. About 
90 million American adults are believed to search online for 
information about specific diseases or medical problems each 
year7, making web search queries a uniquely valuable source 
of information about health trends. Previous attempts at using 
online activity for influenza surveillance have counted search 
queries submitted to a Swedish medical website8, visitors to 
certain pages on a U.S. health website9, and user clicks on a 
search keyword advertisement in Canada10. A set of Yahoo 
search queries containing the words “flu” or “influenza” were 
found to correlate with virologic and mortality surveillance 
data over multiple years11.

Our proposed system builds on these earlier works by utilizing 
an automated method of discovering influenza-related search 
queries. By processing hundreds of billions of individual 
searches from five years of Google web search logs, our 
system generates more comprehensive models for use in 
influenza surveillance, with regional and state-level estimates 
of influenza-like illness (ILI) activity in the United States. 
Widespread global usage of online search engines may enable 
models to eventually be developed in international settings.

By aggregating historical logs of online web search queries 
submitted between 2003 and 2008, we computed time series 
of weekly counts for 50 million of the most common search 
queries in the United States. Separate aggregate weekly 
counts were kept for every query in each state. No information 
about the identity of any user was retained. Each time series 
was normalized by dividing the count for each query in a 
particular week by the total number of online search queries 
submitted in that location during the week, resulting in a query 
fraction (Supplementary Figure 1).

We sought to develop a simple model which estimates the 
probability that a random physician visit in a particular region 
is related to an influenza-like illness (ILI); this is equivalent 
to the percentage of ILI-related physician visits. A single 
explanatory variable was used: the probability that a random 
search query submitted from the same region is ILI-related, as 
determined by an automated method described below. We fit 
a linear model using the log-odds of an ILI physician visit and 
the log-odds of an ILI-related search query:

logit(P) = β0 + β1 × logit(Q) + ε

where P is the percentage of ILI physician visits, Q is 
the ILI-related query fraction, β0 is the intercept, 

β1 is the multiplicative coefficient, and ε is the error term. 
logit(P) is the natural log of P/(1-P).

Publicly available historical data from the CDC’s U.S. Influenza 
Sentinel Provider Surveillance Network12 was used to help 
build our models. For each of the nine surveillance regions of 
the United States, CDC reported the average percentage of 
all outpatient visits to sentinel providers that were ILI-related 
on a weekly basis. No data were provided for weeks outside 
of the annual influenza season, and we excluded such dates 
from model fitting, though our model was used to generate 
unvalidated ILI estimates for these weeks.

We designed an automated method of selecting ILI-related 
search queries, requiring no prior knowledge about influenza. 
We measured how effectively our model would fit the CDC 
ILI data in each region if we used only a single query as the 
explanatory variable Q. Each of the 50 million candidate 
queries in our database was separately tested in this manner, 
to identify the search queries which could most accurately 
model the CDC ILI visit percentage in each region. Our 
approach rewarded queries which exhibited regional variations 
similar to the regional variations in CDC ILI data: the chance 
that a random search query can fit the ILI percentage in all 
nine regions is considerably less than the chance that a 
random search query can fit a single location (Supplementary 
Figure 2).

The automated query selection process produced a list of the 
highest scoring search queries, sorted by mean Z-transformed 
correlation across the nine regions. To decide which queries 
would be included in the ILI-related query fraction Q, we 
considered different sets of N top scoring queries. We 
measured the performance of these models based on the 
sum of the queries in each set, and picked N such that we 
obtained the best fit against out-of-sample ILI data across the 
nine regions (Figure 1).

Combining the N=45 highest-scoring queries was found to 
obtain the best fit. These 45 search queries, though selected 

Figure 1: An evaluation of how many top-scoring queries to include in the 
ILI-related query fraction. Maximal performance at estimating out-of-sample 
points during cross-validation was obtained by summing the top 45 search 
queries. A steep drop in model performance occurs after adding query 81, 
which is “oscar nominations”. 
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Traditional surveillance systems, including those employed by 
the U.S. Centers for Disease Control and Prevention (CDC) and 
the European Influenza Surveillance Scheme (EISS), rely on 
both virologic and clinical data, including influenza-like illness 
(ILI) physician visits. CDC publishes national and regional data 
from these surveillance systems on a weekly basis, typically 
with a 1-2 week reporting lag.

In an attempt to provide faster detection, innovative 
surveillance systems have been created to monitor indirect 
signals of influenza activity, such as call volume to telephone 
triage advice lines5 and over-the-counter drug sales6. About 
90 million American adults are believed to search online for 
information about specific diseases or medical problems each 
year7, making web search queries a uniquely valuable source 
of information about health trends. Previous attempts at using 
online activity for influenza surveillance have counted search 
queries submitted to a Swedish medical website8, visitors to 
certain pages on a U.S. health website9, and user clicks on a 
search keyword advertisement in Canada10. A set of Yahoo 
search queries containing the words “flu” or “influenza” were 
found to correlate with virologic and mortality surveillance 
data over multiple years11.

Our proposed system builds on these earlier works by utilizing 
an automated method of discovering influenza-related search 
queries. By processing hundreds of billions of individual 
searches from five years of Google web search logs, our 
system generates more comprehensive models for use in 
influenza surveillance, with regional and state-level estimates 
of influenza-like illness (ILI) activity in the United States. 
Widespread global usage of online search engines may enable 
models to eventually be developed in international settings.

By aggregating historical logs of online web search queries 
submitted between 2003 and 2008, we computed time series 
of weekly counts for 50 million of the most common search 
queries in the United States. Separate aggregate weekly 
counts were kept for every query in each state. No information 
about the identity of any user was retained. Each time series 
was normalized by dividing the count for each query in a 
particular week by the total number of online search queries 
submitted in that location during the week, resulting in a query 
fraction (Supplementary Figure 1).

We sought to develop a simple model which estimates the 
probability that a random physician visit in a particular region 
is related to an influenza-like illness (ILI); this is equivalent 
to the percentage of ILI-related physician visits. A single 
explanatory variable was used: the probability that a random 
search query submitted from the same region is ILI-related, as 
determined by an automated method described below. We fit 
a linear model using the log-odds of an ILI physician visit and 
the log-odds of an ILI-related search query:

logit(P) = β0 + β1 × logit(Q) + ε

where P is the percentage of ILI physician visits, Q is 
the ILI-related query fraction, β0 is the intercept, 

β1 is the multiplicative coefficient, and ε is the error term. 
logit(P) is the natural log of P/(1-P).

Publicly available historical data from the CDC’s U.S. Influenza 
Sentinel Provider Surveillance Network12 was used to help 
build our models. For each of the nine surveillance regions of 
the United States, CDC reported the average percentage of 
all outpatient visits to sentinel providers that were ILI-related 
on a weekly basis. No data were provided for weeks outside 
of the annual influenza season, and we excluded such dates 
from model fitting, though our model was used to generate 
unvalidated ILI estimates for these weeks.

We designed an automated method of selecting ILI-related 
search queries, requiring no prior knowledge about influenza. 
We measured how effectively our model would fit the CDC 
ILI data in each region if we used only a single query as the 
explanatory variable Q. Each of the 50 million candidate 
queries in our database was separately tested in this manner, 
to identify the search queries which could most accurately 
model the CDC ILI visit percentage in each region. Our 
approach rewarded queries which exhibited regional variations 
similar to the regional variations in CDC ILI data: the chance 
that a random search query can fit the ILI percentage in all 
nine regions is considerably less than the chance that a 
random search query can fit a single location (Supplementary 
Figure 2).

The automated query selection process produced a list of the 
highest scoring search queries, sorted by mean Z-transformed 
correlation across the nine regions. To decide which queries 
would be included in the ILI-related query fraction Q, we 
considered different sets of N top scoring queries. We 
measured the performance of these models based on the 
sum of the queries in each set, and picked N such that we 
obtained the best fit against out-of-sample ILI data across the 
nine regions (Figure 1).

Combining the N=45 highest-scoring queries was found to 
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Traditional surveillance systems, including those employed by 
the U.S. Centers for Disease Control and Prevention (CDC) and 
the European Influenza Surveillance Scheme (EISS), rely on 
both virologic and clinical data, including influenza-like illness 
(ILI) physician visits. CDC publishes national and regional data 
from these surveillance systems on a weekly basis, typically 
with a 1-2 week reporting lag.

In an attempt to provide faster detection, innovative 
surveillance systems have been created to monitor indirect 
signals of influenza activity, such as call volume to telephone 
triage advice lines5 and over-the-counter drug sales6. About 
90 million American adults are believed to search online for 
information about specific diseases or medical problems each 
year7, making web search queries a uniquely valuable source 
of information about health trends. Previous attempts at using 
online activity for influenza surveillance have counted search 
queries submitted to a Swedish medical website8, visitors to 
certain pages on a U.S. health website9, and user clicks on a 
search keyword advertisement in Canada10. A set of Yahoo 
search queries containing the words “flu” or “influenza” were 
found to correlate with virologic and mortality surveillance 
data over multiple years11.

Our proposed system builds on these earlier works by utilizing 
an automated method of discovering influenza-related search 
queries. By processing hundreds of billions of individual 
searches from five years of Google web search logs, our 
system generates more comprehensive models for use in 
influenza surveillance, with regional and state-level estimates 
of influenza-like illness (ILI) activity in the United States. 
Widespread global usage of online search engines may enable 
models to eventually be developed in international settings.

By aggregating historical logs of online web search queries 
submitted between 2003 and 2008, we computed time series 
of weekly counts for 50 million of the most common search 
queries in the United States. Separate aggregate weekly 
counts were kept for every query in each state. No information 
about the identity of any user was retained. Each time series 
was normalized by dividing the count for each query in a 
particular week by the total number of online search queries 
submitted in that location during the week, resulting in a query 
fraction (Supplementary Figure 1).

We sought to develop a simple model which estimates the 
probability that a random physician visit in a particular region 
is related to an influenza-like illness (ILI); this is equivalent 
to the percentage of ILI-related physician visits. A single 
explanatory variable was used: the probability that a random 
search query submitted from the same region is ILI-related, as 
determined by an automated method described below. We fit 
a linear model using the log-odds of an ILI physician visit and 
the log-odds of an ILI-related search query:

logit(P) = β0 + β1 × logit(Q) + ε

where P is the percentage of ILI physician visits, Q is 
the ILI-related query fraction, β0 is the intercept, 

β1 is the multiplicative coefficient, and ε is the error term. 
logit(P) is the natural log of P/(1-P).

Publicly available historical data from the CDC’s U.S. Influenza 
Sentinel Provider Surveillance Network12 was used to help 
build our models. For each of the nine surveillance regions of 
the United States, CDC reported the average percentage of 
all outpatient visits to sentinel providers that were ILI-related 
on a weekly basis. No data were provided for weeks outside 
of the annual influenza season, and we excluded such dates 
from model fitting, though our model was used to generate 
unvalidated ILI estimates for these weeks.

We designed an automated method of selecting ILI-related 
search queries, requiring no prior knowledge about influenza. 
We measured how effectively our model would fit the CDC 
ILI data in each region if we used only a single query as the 
explanatory variable Q. Each of the 50 million candidate 
queries in our database was separately tested in this manner, 
to identify the search queries which could most accurately 
model the CDC ILI visit percentage in each region. Our 
approach rewarded queries which exhibited regional variations 
similar to the regional variations in CDC ILI data: the chance 
that a random search query can fit the ILI percentage in all 
nine regions is considerably less than the chance that a 
random search query can fit a single location (Supplementary 
Figure 2).

The automated query selection process produced a list of the 
highest scoring search queries, sorted by mean Z-transformed 
correlation across the nine regions. To decide which queries 
would be included in the ILI-related query fraction Q, we 
considered different sets of N top scoring queries. We 
measured the performance of these models based on the 
sum of the queries in each set, and picked N such that we 
obtained the best fit against out-of-sample ILI data across the 
nine regions (Figure 1).

Combining the N=45 highest-scoring queries was found to 
obtain the best fit. These 45 search queries, though selected 
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points during cross-validation was obtained by summing the top 45 search 
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Traditional surveillance systems, including those employed by 
the U.S. Centers for Disease Control and Prevention (CDC) and 
the European Influenza Surveillance Scheme (EISS), rely on 
both virologic and clinical data, including influenza-like illness 
(ILI) physician visits. CDC publishes national and regional data 
from these surveillance systems on a weekly basis, typically 
with a 1-2 week reporting lag.

In an attempt to provide faster detection, innovative 
surveillance systems have been created to monitor indirect 
signals of influenza activity, such as call volume to telephone 
triage advice lines5 and over-the-counter drug sales6. About 
90 million American adults are believed to search online for 
information about specific diseases or medical problems each 
year7, making web search queries a uniquely valuable source 
of information about health trends. Previous attempts at using 
online activity for influenza surveillance have counted search 
queries submitted to a Swedish medical website8, visitors to 
certain pages on a U.S. health website9, and user clicks on a 
search keyword advertisement in Canada10. A set of Yahoo 
search queries containing the words “flu” or “influenza” were 
found to correlate with virologic and mortality surveillance 
data over multiple years11.

Our proposed system builds on these earlier works by utilizing 
an automated method of discovering influenza-related search 
queries. By processing hundreds of billions of individual 
searches from five years of Google web search logs, our 
system generates more comprehensive models for use in 
influenza surveillance, with regional and state-level estimates 
of influenza-like illness (ILI) activity in the United States. 
Widespread global usage of online search engines may enable 
models to eventually be developed in international settings.

By aggregating historical logs of online web search queries 
submitted between 2003 and 2008, we computed time series 
of weekly counts for 50 million of the most common search 
queries in the United States. Separate aggregate weekly 
counts were kept for every query in each state. No information 
about the identity of any user was retained. Each time series 
was normalized by dividing the count for each query in a 
particular week by the total number of online search queries 
submitted in that location during the week, resulting in a query 
fraction (Supplementary Figure 1).

We sought to develop a simple model which estimates the 
probability that a random physician visit in a particular region 
is related to an influenza-like illness (ILI); this is equivalent 
to the percentage of ILI-related physician visits. A single 
explanatory variable was used: the probability that a random 
search query submitted from the same region is ILI-related, as 
determined by an automated method described below. We fit 
a linear model using the log-odds of an ILI physician visit and 
the log-odds of an ILI-related search query:

logit(P) = β0 + β1 × logit(Q) + ε

where P is the percentage of ILI physician visits, Q is 
the ILI-related query fraction, β0 is the intercept, 

β1 is the multiplicative coefficient, and ε is the error term. 
logit(P) is the natural log of P/(1-P).

Publicly available historical data from the CDC’s U.S. Influenza 
Sentinel Provider Surveillance Network12 was used to help 
build our models. For each of the nine surveillance regions of 
the United States, CDC reported the average percentage of 
all outpatient visits to sentinel providers that were ILI-related 
on a weekly basis. No data were provided for weeks outside 
of the annual influenza season, and we excluded such dates 
from model fitting, though our model was used to generate 
unvalidated ILI estimates for these weeks.

We designed an automated method of selecting ILI-related 
search queries, requiring no prior knowledge about influenza. 
We measured how effectively our model would fit the CDC 
ILI data in each region if we used only a single query as the 
explanatory variable Q. Each of the 50 million candidate 
queries in our database was separately tested in this manner, 
to identify the search queries which could most accurately 
model the CDC ILI visit percentage in each region. Our 
approach rewarded queries which exhibited regional variations 
similar to the regional variations in CDC ILI data: the chance 
that a random search query can fit the ILI percentage in all 
nine regions is considerably less than the chance that a 
random search query can fit a single location (Supplementary 
Figure 2).

The automated query selection process produced a list of the 
highest scoring search queries, sorted by mean Z-transformed 
correlation across the nine regions. To decide which queries 
would be included in the ILI-related query fraction Q, we 
considered different sets of N top scoring queries. We 
measured the performance of these models based on the 
sum of the queries in each set, and picked N such that we 
obtained the best fit against out-of-sample ILI data across the 
nine regions (Figure 1).

Combining the N=45 highest-scoring queries was found to 
obtain the best fit. These 45 search queries, though selected 

Figure 1: An evaluation of how many top-scoring queries to include in the 
ILI-related query fraction. Maximal performance at estimating out-of-sample 
points during cross-validation was obtained by summing the top 45 search 
queries. A steep drop in model performance occurs after adding query 81, 
which is “oscar nominations”. 
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Traditional surveillance systems, including those employed by 
the U.S. Centers for Disease Control and Prevention (CDC) and 
the European Influenza Surveillance Scheme (EISS), rely on 
both virologic and clinical data, including influenza-like illness 
(ILI) physician visits. CDC publishes national and regional data 
from these surveillance systems on a weekly basis, typically 
with a 1-2 week reporting lag.

In an attempt to provide faster detection, innovative 
surveillance systems have been created to monitor indirect 
signals of influenza activity, such as call volume to telephone 
triage advice lines5 and over-the-counter drug sales6. About 
90 million American adults are believed to search online for 
information about specific diseases or medical problems each 
year7, making web search queries a uniquely valuable source 
of information about health trends. Previous attempts at using 
online activity for influenza surveillance have counted search 
queries submitted to a Swedish medical website8, visitors to 
certain pages on a U.S. health website9, and user clicks on a 
search keyword advertisement in Canada10. A set of Yahoo 
search queries containing the words “flu” or “influenza” were 
found to correlate with virologic and mortality surveillance 
data over multiple years11.

Our proposed system builds on these earlier works by utilizing 
an automated method of discovering influenza-related search 
queries. By processing hundreds of billions of individual 
searches from five years of Google web search logs, our 
system generates more comprehensive models for use in 
influenza surveillance, with regional and state-level estimates 
of influenza-like illness (ILI) activity in the United States. 
Widespread global usage of online search engines may enable 
models to eventually be developed in international settings.

By aggregating historical logs of online web search queries 
submitted between 2003 and 2008, we computed time series 
of weekly counts for 50 million of the most common search 
queries in the United States. Separate aggregate weekly 
counts were kept for every query in each state. No information 
about the identity of any user was retained. Each time series 
was normalized by dividing the count for each query in a 
particular week by the total number of online search queries 
submitted in that location during the week, resulting in a query 
fraction (Supplementary Figure 1).

We sought to develop a simple model which estimates the 
probability that a random physician visit in a particular region 
is related to an influenza-like illness (ILI); this is equivalent 
to the percentage of ILI-related physician visits. A single 
explanatory variable was used: the probability that a random 
search query submitted from the same region is ILI-related, as 
determined by an automated method described below. We fit 
a linear model using the log-odds of an ILI physician visit and 
the log-odds of an ILI-related search query:

logit(P) = β0 + β1 × logit(Q) + ε

where P is the percentage of ILI physician visits, Q is 
the ILI-related query fraction, β0 is the intercept, 

β1 is the multiplicative coefficient, and ε is the error term. 
logit(P) is the natural log of P/(1-P).

Publicly available historical data from the CDC’s U.S. Influenza 
Sentinel Provider Surveillance Network12 was used to help 
build our models. For each of the nine surveillance regions of 
the United States, CDC reported the average percentage of 
all outpatient visits to sentinel providers that were ILI-related 
on a weekly basis. No data were provided for weeks outside 
of the annual influenza season, and we excluded such dates 
from model fitting, though our model was used to generate 
unvalidated ILI estimates for these weeks.

We designed an automated method of selecting ILI-related 
search queries, requiring no prior knowledge about influenza. 
We measured how effectively our model would fit the CDC 
ILI data in each region if we used only a single query as the 
explanatory variable Q. Each of the 50 million candidate 
queries in our database was separately tested in this manner, 
to identify the search queries which could most accurately 
model the CDC ILI visit percentage in each region. Our 
approach rewarded queries which exhibited regional variations 
similar to the regional variations in CDC ILI data: the chance 
that a random search query can fit the ILI percentage in all 
nine regions is considerably less than the chance that a 
random search query can fit a single location (Supplementary 
Figure 2).

The automated query selection process produced a list of the 
highest scoring search queries, sorted by mean Z-transformed 
correlation across the nine regions. To decide which queries 
would be included in the ILI-related query fraction Q, we 
considered different sets of N top scoring queries. We 
measured the performance of these models based on the 
sum of the queries in each set, and picked N such that we 
obtained the best fit against out-of-sample ILI data across the 
nine regions (Figure 1).

Combining the N=45 highest-scoring queries was found to 
obtain the best fit. These 45 search queries, though selected 

Figure 1: An evaluation of how many top-scoring queries to include in the 
ILI-related query fraction. Maximal performance at estimating out-of-sample 
points during cross-validation was obtained by summing the top 45 search 
queries. A steep drop in model performance occurs after adding query 81, 
which is “oscar nominations”. 
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Traditional surveillance systems, including those employed by 
the U.S. Centers for Disease Control and Prevention (CDC) and 
the European Influenza Surveillance Scheme (EISS), rely on 
both virologic and clinical data, including influenza-like illness 
(ILI) physician visits. CDC publishes national and regional data 
from these surveillance systems on a weekly basis, typically 
with a 1-2 week reporting lag.

In an attempt to provide faster detection, innovative 
surveillance systems have been created to monitor indirect 
signals of influenza activity, such as call volume to telephone 
triage advice lines5 and over-the-counter drug sales6. About 
90 million American adults are believed to search online for 
information about specific diseases or medical problems each 
year7, making web search queries a uniquely valuable source 
of information about health trends. Previous attempts at using 
online activity for influenza surveillance have counted search 
queries submitted to a Swedish medical website8, visitors to 
certain pages on a U.S. health website9, and user clicks on a 
search keyword advertisement in Canada10. A set of Yahoo 
search queries containing the words “flu” or “influenza” were 
found to correlate with virologic and mortality surveillance 
data over multiple years11.

Our proposed system builds on these earlier works by utilizing 
an automated method of discovering influenza-related search 
queries. By processing hundreds of billions of individual 
searches from five years of Google web search logs, our 
system generates more comprehensive models for use in 
influenza surveillance, with regional and state-level estimates 
of influenza-like illness (ILI) activity in the United States. 
Widespread global usage of online search engines may enable 
models to eventually be developed in international settings.

By aggregating historical logs of online web search queries 
submitted between 2003 and 2008, we computed time series 
of weekly counts for 50 million of the most common search 
queries in the United States. Separate aggregate weekly 
counts were kept for every query in each state. No information 
about the identity of any user was retained. Each time series 
was normalized by dividing the count for each query in a 
particular week by the total number of online search queries 
submitted in that location during the week, resulting in a query 
fraction (Supplementary Figure 1).

We sought to develop a simple model which estimates the 
probability that a random physician visit in a particular region 
is related to an influenza-like illness (ILI); this is equivalent 
to the percentage of ILI-related physician visits. A single 
explanatory variable was used: the probability that a random 
search query submitted from the same region is ILI-related, as 
determined by an automated method described below. We fit 
a linear model using the log-odds of an ILI physician visit and 
the log-odds of an ILI-related search query:

logit(P) = β0 + β1 × logit(Q) + ε

where P is the percentage of ILI physician visits, Q is 
the ILI-related query fraction, β0 is the intercept, 

β1 is the multiplicative coefficient, and ε is the error term. 
logit(P) is the natural log of P/(1-P).

Publicly available historical data from the CDC’s U.S. Influenza 
Sentinel Provider Surveillance Network12 was used to help 
build our models. For each of the nine surveillance regions of 
the United States, CDC reported the average percentage of 
all outpatient visits to sentinel providers that were ILI-related 
on a weekly basis. No data were provided for weeks outside 
of the annual influenza season, and we excluded such dates 
from model fitting, though our model was used to generate 
unvalidated ILI estimates for these weeks.

We designed an automated method of selecting ILI-related 
search queries, requiring no prior knowledge about influenza. 
We measured how effectively our model would fit the CDC 
ILI data in each region if we used only a single query as the 
explanatory variable Q. Each of the 50 million candidate 
queries in our database was separately tested in this manner, 
to identify the search queries which could most accurately 
model the CDC ILI visit percentage in each region. Our 
approach rewarded queries which exhibited regional variations 
similar to the regional variations in CDC ILI data: the chance 
that a random search query can fit the ILI percentage in all 
nine regions is considerably less than the chance that a 
random search query can fit a single location (Supplementary 
Figure 2).

The automated query selection process produced a list of the 
highest scoring search queries, sorted by mean Z-transformed 
correlation across the nine regions. To decide which queries 
would be included in the ILI-related query fraction Q, we 
considered different sets of N top scoring queries. We 
measured the performance of these models based on the 
sum of the queries in each set, and picked N such that we 
obtained the best fit against out-of-sample ILI data across the 
nine regions (Figure 1).

Combining the N=45 highest-scoring queries was found to 
obtain the best fit. These 45 search queries, though selected 

Figure 1: An evaluation of how many top-scoring queries to include in the 
ILI-related query fraction. Maximal performance at estimating out-of-sample 
points during cross-validation was obtained by summing the top 45 search 
queries. A steep drop in model performance occurs after adding query 81, 
which is “oscar nominations”. 
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Traditional surveillance systems, including those employed by 
the U.S. Centers for Disease Control and Prevention (CDC) and 
the European Influenza Surveillance Scheme (EISS), rely on 
both virologic and clinical data, including influenza-like illness 
(ILI) physician visits. CDC publishes national and regional data 
from these surveillance systems on a weekly basis, typically 
with a 1-2 week reporting lag.

In an attempt to provide faster detection, innovative 
surveillance systems have been created to monitor indirect 
signals of influenza activity, such as call volume to telephone 
triage advice lines5 and over-the-counter drug sales6. About 
90 million American adults are believed to search online for 
information about specific diseases or medical problems each 
year7, making web search queries a uniquely valuable source 
of information about health trends. Previous attempts at using 
online activity for influenza surveillance have counted search 
queries submitted to a Swedish medical website8, visitors to 
certain pages on a U.S. health website9, and user clicks on a 
search keyword advertisement in Canada10. A set of Yahoo 
search queries containing the words “flu” or “influenza” were 
found to correlate with virologic and mortality surveillance 
data over multiple years11.

Our proposed system builds on these earlier works by utilizing 
an automated method of discovering influenza-related search 
queries. By processing hundreds of billions of individual 
searches from five years of Google web search logs, our 
system generates more comprehensive models for use in 
influenza surveillance, with regional and state-level estimates 
of influenza-like illness (ILI) activity in the United States. 
Widespread global usage of online search engines may enable 
models to eventually be developed in international settings.

By aggregating historical logs of online web search queries 
submitted between 2003 and 2008, we computed time series 
of weekly counts for 50 million of the most common search 
queries in the United States. Separate aggregate weekly 
counts were kept for every query in each state. No information 
about the identity of any user was retained. Each time series 
was normalized by dividing the count for each query in a 
particular week by the total number of online search queries 
submitted in that location during the week, resulting in a query 
fraction (Supplementary Figure 1).

We sought to develop a simple model which estimates the 
probability that a random physician visit in a particular region 
is related to an influenza-like illness (ILI); this is equivalent 
to the percentage of ILI-related physician visits. A single 
explanatory variable was used: the probability that a random 
search query submitted from the same region is ILI-related, as 
determined by an automated method described below. We fit 
a linear model using the log-odds of an ILI physician visit and 
the log-odds of an ILI-related search query:

logit(P) = β0 + β1 × logit(Q) + ε

where P is the percentage of ILI physician visits, Q is 
the ILI-related query fraction, β0 is the intercept, 

β1 is the multiplicative coefficient, and ε is the error term. 
logit(P) is the natural log of P/(1-P).

Publicly available historical data from the CDC’s U.S. Influenza 
Sentinel Provider Surveillance Network12 was used to help 
build our models. For each of the nine surveillance regions of 
the United States, CDC reported the average percentage of 
all outpatient visits to sentinel providers that were ILI-related 
on a weekly basis. No data were provided for weeks outside 
of the annual influenza season, and we excluded such dates 
from model fitting, though our model was used to generate 
unvalidated ILI estimates for these weeks.

We designed an automated method of selecting ILI-related 
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explanatory variable Q. Each of the 50 million candidate 
queries in our database was separately tested in this manner, 
to identify the search queries which could most accurately 
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similar to the regional variations in CDC ILI data: the chance 
that a random search query can fit the ILI percentage in all 
nine regions is considerably less than the chance that a 
random search query can fit a single location (Supplementary 
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The automated query selection process produced a list of the 
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correlation across the nine regions. To decide which queries 
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measured the performance of these models based on the 
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Traditional surveillance systems, including those employed by 
the U.S. Centers for Disease Control and Prevention (CDC) and 
the European Influenza Surveillance Scheme (EISS), rely on 
both virologic and clinical data, including influenza-like illness 
(ILI) physician visits. CDC publishes national and regional data 
from these surveillance systems on a weekly basis, typically 
with a 1-2 week reporting lag.

In an attempt to provide faster detection, innovative 
surveillance systems have been created to monitor indirect 
signals of influenza activity, such as call volume to telephone 
triage advice lines5 and over-the-counter drug sales6. About 
90 million American adults are believed to search online for 
information about specific diseases or medical problems each 
year7, making web search queries a uniquely valuable source 
of information about health trends. Previous attempts at using 
online activity for influenza surveillance have counted search 
queries submitted to a Swedish medical website8, visitors to 
certain pages on a U.S. health website9, and user clicks on a 
search keyword advertisement in Canada10. A set of Yahoo 
search queries containing the words “flu” or “influenza” were 
found to correlate with virologic and mortality surveillance 
data over multiple years11.

Our proposed system builds on these earlier works by utilizing 
an automated method of discovering influenza-related search 
queries. By processing hundreds of billions of individual 
searches from five years of Google web search logs, our 
system generates more comprehensive models for use in 
influenza surveillance, with regional and state-level estimates 
of influenza-like illness (ILI) activity in the United States. 
Widespread global usage of online search engines may enable 
models to eventually be developed in international settings.

By aggregating historical logs of online web search queries 
submitted between 2003 and 2008, we computed time series 
of weekly counts for 50 million of the most common search 
queries in the United States. Separate aggregate weekly 
counts were kept for every query in each state. No information 
about the identity of any user was retained. Each time series 
was normalized by dividing the count for each query in a 
particular week by the total number of online search queries 
submitted in that location during the week, resulting in a query 
fraction (Supplementary Figure 1).

We sought to develop a simple model which estimates the 
probability that a random physician visit in a particular region 
is related to an influenza-like illness (ILI); this is equivalent 
to the percentage of ILI-related physician visits. A single 
explanatory variable was used: the probability that a random 
search query submitted from the same region is ILI-related, as 
determined by an automated method described below. We fit 
a linear model using the log-odds of an ILI physician visit and 
the log-odds of an ILI-related search query:

logit(P) = β0 + β1 × logit(Q) + ε

where P is the percentage of ILI physician visits, Q is 
the ILI-related query fraction, β0 is the intercept, 

β1 is the multiplicative coefficient, and ε is the error term. 
logit(P) is the natural log of P/(1-P).

Publicly available historical data from the CDC’s U.S. Influenza 
Sentinel Provider Surveillance Network12 was used to help 
build our models. For each of the nine surveillance regions of 
the United States, CDC reported the average percentage of 
all outpatient visits to sentinel providers that were ILI-related 
on a weekly basis. No data were provided for weeks outside 
of the annual influenza season, and we excluded such dates 
from model fitting, though our model was used to generate 
unvalidated ILI estimates for these weeks.

We designed an automated method of selecting ILI-related 
search queries, requiring no prior knowledge about influenza. 
We measured how effectively our model would fit the CDC 
ILI data in each region if we used only a single query as the 
explanatory variable Q. Each of the 50 million candidate 
queries in our database was separately tested in this manner, 
to identify the search queries which could most accurately 
model the CDC ILI visit percentage in each region. Our 
approach rewarded queries which exhibited regional variations 
similar to the regional variations in CDC ILI data: the chance 
that a random search query can fit the ILI percentage in all 
nine regions is considerably less than the chance that a 
random search query can fit a single location (Supplementary 
Figure 2).

The automated query selection process produced a list of the 
highest scoring search queries, sorted by mean Z-transformed 
correlation across the nine regions. To decide which queries 
would be included in the ILI-related query fraction Q, we 
considered different sets of N top scoring queries. We 
measured the performance of these models based on the 
sum of the queries in each set, and picked N such that we 
obtained the best fit against out-of-sample ILI data across the 
nine regions (Figure 1).

Combining the N=45 highest-scoring queries was found to 
obtain the best fit. These 45 search queries, though selected 
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the U.S. Centers for Disease Control and Prevention (CDC) and 
the European Influenza Surveillance Scheme (EISS), rely on 
both virologic and clinical data, including influenza-like illness 
(ILI) physician visits. CDC publishes national and regional data 
from these surveillance systems on a weekly basis, typically 
with a 1-2 week reporting lag.

In an attempt to provide faster detection, innovative 
surveillance systems have been created to monitor indirect 
signals of influenza activity, such as call volume to telephone 
triage advice lines5 and over-the-counter drug sales6. About 
90 million American adults are believed to search online for 
information about specific diseases or medical problems each 
year7, making web search queries a uniquely valuable source 
of information about health trends. Previous attempts at using 
online activity for influenza surveillance have counted search 
queries submitted to a Swedish medical website8, visitors to 
certain pages on a U.S. health website9, and user clicks on a 
search keyword advertisement in Canada10. A set of Yahoo 
search queries containing the words “flu” or “influenza” were 
found to correlate with virologic and mortality surveillance 
data over multiple years11.

Our proposed system builds on these earlier works by utilizing 
an automated method of discovering influenza-related search 
queries. By processing hundreds of billions of individual 
searches from five years of Google web search logs, our 
system generates more comprehensive models for use in 
influenza surveillance, with regional and state-level estimates 
of influenza-like illness (ILI) activity in the United States. 
Widespread global usage of online search engines may enable 
models to eventually be developed in international settings.

By aggregating historical logs of online web search queries 
submitted between 2003 and 2008, we computed time series 
of weekly counts for 50 million of the most common search 
queries in the United States. Separate aggregate weekly 
counts were kept for every query in each state. No information 
about the identity of any user was retained. Each time series 
was normalized by dividing the count for each query in a 
particular week by the total number of online search queries 
submitted in that location during the week, resulting in a query 
fraction (Supplementary Figure 1).

We sought to develop a simple model which estimates the 
probability that a random physician visit in a particular region 
is related to an influenza-like illness (ILI); this is equivalent 
to the percentage of ILI-related physician visits. A single 
explanatory variable was used: the probability that a random 
search query submitted from the same region is ILI-related, as 
determined by an automated method described below. We fit 
a linear model using the log-odds of an ILI physician visit and 
the log-odds of an ILI-related search query:

logit(P) = β0 + β1 × logit(Q) + ε

where P is the percentage of ILI physician visits, Q is 
the ILI-related query fraction, β0 is the intercept, 

β1 is the multiplicative coefficient, and ε is the error term. 
logit(P) is the natural log of P/(1-P).

Publicly available historical data from the CDC’s U.S. Influenza 
Sentinel Provider Surveillance Network12 was used to help 
build our models. For each of the nine surveillance regions of 
the United States, CDC reported the average percentage of 
all outpatient visits to sentinel providers that were ILI-related 
on a weekly basis. No data were provided for weeks outside 
of the annual influenza season, and we excluded such dates 
from model fitting, though our model was used to generate 
unvalidated ILI estimates for these weeks.

We designed an automated method of selecting ILI-related 
search queries, requiring no prior knowledge about influenza. 
We measured how effectively our model would fit the CDC 
ILI data in each region if we used only a single query as the 
explanatory variable Q. Each of the 50 million candidate 
queries in our database was separately tested in this manner, 
to identify the search queries which could most accurately 
model the CDC ILI visit percentage in each region. Our 
approach rewarded queries which exhibited regional variations 
similar to the regional variations in CDC ILI data: the chance 
that a random search query can fit the ILI percentage in all 
nine regions is considerably less than the chance that a 
random search query can fit a single location (Supplementary 
Figure 2).

The automated query selection process produced a list of the 
highest scoring search queries, sorted by mean Z-transformed 
correlation across the nine regions. To decide which queries 
would be included in the ILI-related query fraction Q, we 
considered different sets of N top scoring queries. We 
measured the performance of these models based on the 
sum of the queries in each set, and picked N such that we 
obtained the best fit against out-of-sample ILI data across the 
nine regions (Figure 1).

Combining the N=45 highest-scoring queries was found to 
obtain the best fit. These 45 search queries, though selected 
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the U.S. Centers for Disease Control and Prevention (CDC) and 
the European Influenza Surveillance Scheme (EISS), rely on 
both virologic and clinical data, including influenza-like illness 
(ILI) physician visits. CDC publishes national and regional data 
from these surveillance systems on a weekly basis, typically 
with a 1-2 week reporting lag.

In an attempt to provide faster detection, innovative 
surveillance systems have been created to monitor indirect 
signals of influenza activity, such as call volume to telephone 
triage advice lines5 and over-the-counter drug sales6. About 
90 million American adults are believed to search online for 
information about specific diseases or medical problems each 
year7, making web search queries a uniquely valuable source 
of information about health trends. Previous attempts at using 
online activity for influenza surveillance have counted search 
queries submitted to a Swedish medical website8, visitors to 
certain pages on a U.S. health website9, and user clicks on a 
search keyword advertisement in Canada10. A set of Yahoo 
search queries containing the words “flu” or “influenza” were 
found to correlate with virologic and mortality surveillance 
data over multiple years11.

Our proposed system builds on these earlier works by utilizing 
an automated method of discovering influenza-related search 
queries. By processing hundreds of billions of individual 
searches from five years of Google web search logs, our 
system generates more comprehensive models for use in 
influenza surveillance, with regional and state-level estimates 
of influenza-like illness (ILI) activity in the United States. 
Widespread global usage of online search engines may enable 
models to eventually be developed in international settings.

By aggregating historical logs of online web search queries 
submitted between 2003 and 2008, we computed time series 
of weekly counts for 50 million of the most common search 
queries in the United States. Separate aggregate weekly 
counts were kept for every query in each state. No information 
about the identity of any user was retained. Each time series 
was normalized by dividing the count for each query in a 
particular week by the total number of online search queries 
submitted in that location during the week, resulting in a query 
fraction (Supplementary Figure 1).

We sought to develop a simple model which estimates the 
probability that a random physician visit in a particular region 
is related to an influenza-like illness (ILI); this is equivalent 
to the percentage of ILI-related physician visits. A single 
explanatory variable was used: the probability that a random 
search query submitted from the same region is ILI-related, as 
determined by an automated method described below. We fit 
a linear model using the log-odds of an ILI physician visit and 
the log-odds of an ILI-related search query:

logit(P) = β0 + β1 × logit(Q) + ε

where P is the percentage of ILI physician visits, Q is 
the ILI-related query fraction, β0 is the intercept, 

β1 is the multiplicative coefficient, and ε is the error term. 
logit(P) is the natural log of P/(1-P).

Publicly available historical data from the CDC’s U.S. Influenza 
Sentinel Provider Surveillance Network12 was used to help 
build our models. For each of the nine surveillance regions of 
the United States, CDC reported the average percentage of 
all outpatient visits to sentinel providers that were ILI-related 
on a weekly basis. No data were provided for weeks outside 
of the annual influenza season, and we excluded such dates 
from model fitting, though our model was used to generate 
unvalidated ILI estimates for these weeks.

We designed an automated method of selecting ILI-related 
search queries, requiring no prior knowledge about influenza. 
We measured how effectively our model would fit the CDC 
ILI data in each region if we used only a single query as the 
explanatory variable Q. Each of the 50 million candidate 
queries in our database was separately tested in this manner, 
to identify the search queries which could most accurately 
model the CDC ILI visit percentage in each region. Our 
approach rewarded queries which exhibited regional variations 
similar to the regional variations in CDC ILI data: the chance 
that a random search query can fit the ILI percentage in all 
nine regions is considerably less than the chance that a 
random search query can fit a single location (Supplementary 
Figure 2).

The automated query selection process produced a list of the 
highest scoring search queries, sorted by mean Z-transformed 
correlation across the nine regions. To decide which queries 
would be included in the ILI-related query fraction Q, we 
considered different sets of N top scoring queries. We 
measured the performance of these models based on the 
sum of the queries in each set, and picked N such that we 
obtained the best fit against out-of-sample ILI data across the 
nine regions (Figure 1).

Combining the N=45 highest-scoring queries was found to 
obtain the best fit. These 45 search queries, though selected 
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Traditional surveillance systems, including those employed by 
the U.S. Centers for Disease Control and Prevention (CDC) and 
the European Influenza Surveillance Scheme (EISS), rely on 
both virologic and clinical data, including influenza-like illness 
(ILI) physician visits. CDC publishes national and regional data 
from these surveillance systems on a weekly basis, typically 
with a 1-2 week reporting lag.

In an attempt to provide faster detection, innovative 
surveillance systems have been created to monitor indirect 
signals of influenza activity, such as call volume to telephone 
triage advice lines5 and over-the-counter drug sales6. About 
90 million American adults are believed to search online for 
information about specific diseases or medical problems each 
year7, making web search queries a uniquely valuable source 
of information about health trends. Previous attempts at using 
online activity for influenza surveillance have counted search 
queries submitted to a Swedish medical website8, visitors to 
certain pages on a U.S. health website9, and user clicks on a 
search keyword advertisement in Canada10. A set of Yahoo 
search queries containing the words “flu” or “influenza” were 
found to correlate with virologic and mortality surveillance 
data over multiple years11.

Our proposed system builds on these earlier works by utilizing 
an automated method of discovering influenza-related search 
queries. By processing hundreds of billions of individual 
searches from five years of Google web search logs, our 
system generates more comprehensive models for use in 
influenza surveillance, with regional and state-level estimates 
of influenza-like illness (ILI) activity in the United States. 
Widespread global usage of online search engines may enable 
models to eventually be developed in international settings.

By aggregating historical logs of online web search queries 
submitted between 2003 and 2008, we computed time series 
of weekly counts for 50 million of the most common search 
queries in the United States. Separate aggregate weekly 
counts were kept for every query in each state. No information 
about the identity of any user was retained. Each time series 
was normalized by dividing the count for each query in a 
particular week by the total number of online search queries 
submitted in that location during the week, resulting in a query 
fraction (Supplementary Figure 1).

We sought to develop a simple model which estimates the 
probability that a random physician visit in a particular region 
is related to an influenza-like illness (ILI); this is equivalent 
to the percentage of ILI-related physician visits. A single 
explanatory variable was used: the probability that a random 
search query submitted from the same region is ILI-related, as 
determined by an automated method described below. We fit 
a linear model using the log-odds of an ILI physician visit and 
the log-odds of an ILI-related search query:

logit(P) = β0 + β1 × logit(Q) + ε

where P is the percentage of ILI physician visits, Q is 
the ILI-related query fraction, β0 is the intercept, 

β1 is the multiplicative coefficient, and ε is the error term. 
logit(P) is the natural log of P/(1-P).

Publicly available historical data from the CDC’s U.S. Influenza 
Sentinel Provider Surveillance Network12 was used to help 
build our models. For each of the nine surveillance regions of 
the United States, CDC reported the average percentage of 
all outpatient visits to sentinel providers that were ILI-related 
on a weekly basis. No data were provided for weeks outside 
of the annual influenza season, and we excluded such dates 
from model fitting, though our model was used to generate 
unvalidated ILI estimates for these weeks.

We designed an automated method of selecting ILI-related 
search queries, requiring no prior knowledge about influenza. 
We measured how effectively our model would fit the CDC 
ILI data in each region if we used only a single query as the 
explanatory variable Q. Each of the 50 million candidate 
queries in our database was separately tested in this manner, 
to identify the search queries which could most accurately 
model the CDC ILI visit percentage in each region. Our 
approach rewarded queries which exhibited regional variations 
similar to the regional variations in CDC ILI data: the chance 
that a random search query can fit the ILI percentage in all 
nine regions is considerably less than the chance that a 
random search query can fit a single location (Supplementary 
Figure 2).

The automated query selection process produced a list of the 
highest scoring search queries, sorted by mean Z-transformed 
correlation across the nine regions. To decide which queries 
would be included in the ILI-related query fraction Q, we 
considered different sets of N top scoring queries. We 
measured the performance of these models based on the 
sum of the queries in each set, and picked N such that we 
obtained the best fit against out-of-sample ILI data across the 
nine regions (Figure 1).

Combining the N=45 highest-scoring queries was found to 
obtain the best fit. These 45 search queries, though selected 

Figure 1: An evaluation of how many top-scoring queries to include in the 
ILI-related query fraction. Maximal performance at estimating out-of-sample 
points during cross-validation was obtained by summing the top 45 search 
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Traditional surveillance systems, including those employed by 
the U.S. Centers for Disease Control and Prevention (CDC) and 
the European Influenza Surveillance Scheme (EISS), rely on 
both virologic and clinical data, including influenza-like illness 
(ILI) physician visits. CDC publishes national and regional data 
from these surveillance systems on a weekly basis, typically 
with a 1-2 week reporting lag.

In an attempt to provide faster detection, innovative 
surveillance systems have been created to monitor indirect 
signals of influenza activity, such as call volume to telephone 
triage advice lines5 and over-the-counter drug sales6. About 
90 million American adults are believed to search online for 
information about specific diseases or medical problems each 
year7, making web search queries a uniquely valuable source 
of information about health trends. Previous attempts at using 
online activity for influenza surveillance have counted search 
queries submitted to a Swedish medical website8, visitors to 
certain pages on a U.S. health website9, and user clicks on a 
search keyword advertisement in Canada10. A set of Yahoo 
search queries containing the words “flu” or “influenza” were 
found to correlate with virologic and mortality surveillance 
data over multiple years11.

Our proposed system builds on these earlier works by utilizing 
an automated method of discovering influenza-related search 
queries. By processing hundreds of billions of individual 
searches from five years of Google web search logs, our 
system generates more comprehensive models for use in 
influenza surveillance, with regional and state-level estimates 
of influenza-like illness (ILI) activity in the United States. 
Widespread global usage of online search engines may enable 
models to eventually be developed in international settings.

By aggregating historical logs of online web search queries 
submitted between 2003 and 2008, we computed time series 
of weekly counts for 50 million of the most common search 
queries in the United States. Separate aggregate weekly 
counts were kept for every query in each state. No information 
about the identity of any user was retained. Each time series 
was normalized by dividing the count for each query in a 
particular week by the total number of online search queries 
submitted in that location during the week, resulting in a query 
fraction (Supplementary Figure 1).

We sought to develop a simple model which estimates the 
probability that a random physician visit in a particular region 
is related to an influenza-like illness (ILI); this is equivalent 
to the percentage of ILI-related physician visits. A single 
explanatory variable was used: the probability that a random 
search query submitted from the same region is ILI-related, as 
determined by an automated method described below. We fit 
a linear model using the log-odds of an ILI physician visit and 
the log-odds of an ILI-related search query:

logit(P) = β0 + β1 × logit(Q) + ε

where P is the percentage of ILI physician visits, Q is 
the ILI-related query fraction, β0 is the intercept, 

β1 is the multiplicative coefficient, and ε is the error term. 
logit(P) is the natural log of P/(1-P).

Publicly available historical data from the CDC’s U.S. Influenza 
Sentinel Provider Surveillance Network12 was used to help 
build our models. For each of the nine surveillance regions of 
the United States, CDC reported the average percentage of 
all outpatient visits to sentinel providers that were ILI-related 
on a weekly basis. No data were provided for weeks outside 
of the annual influenza season, and we excluded such dates 
from model fitting, though our model was used to generate 
unvalidated ILI estimates for these weeks.

We designed an automated method of selecting ILI-related 
search queries, requiring no prior knowledge about influenza. 
We measured how effectively our model would fit the CDC 
ILI data in each region if we used only a single query as the 
explanatory variable Q. Each of the 50 million candidate 
queries in our database was separately tested in this manner, 
to identify the search queries which could most accurately 
model the CDC ILI visit percentage in each region. Our 
approach rewarded queries which exhibited regional variations 
similar to the regional variations in CDC ILI data: the chance 
that a random search query can fit the ILI percentage in all 
nine regions is considerably less than the chance that a 
random search query can fit a single location (Supplementary 
Figure 2).

The automated query selection process produced a list of the 
highest scoring search queries, sorted by mean Z-transformed 
correlation across the nine regions. To decide which queries 
would be included in the ILI-related query fraction Q, we 
considered different sets of N top scoring queries. We 
measured the performance of these models based on the 
sum of the queries in each set, and picked N such that we 
obtained the best fit against out-of-sample ILI data across the 
nine regions (Figure 1).

Combining the N=45 highest-scoring queries was found to 
obtain the best fit. These 45 search queries, though selected 

Figure 1: An evaluation of how many top-scoring queries to include in the 
ILI-related query fraction. Maximal performance at estimating out-of-sample 
points during cross-validation was obtained by summing the top 45 search 
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Traditional surveillance systems, including those employed by 
the U.S. Centers for Disease Control and Prevention (CDC) and 
the European Influenza Surveillance Scheme (EISS), rely on 
both virologic and clinical data, including influenza-like illness 
(ILI) physician visits. CDC publishes national and regional data 
from these surveillance systems on a weekly basis, typically 
with a 1-2 week reporting lag.

In an attempt to provide faster detection, innovative 
surveillance systems have been created to monitor indirect 
signals of influenza activity, such as call volume to telephone 
triage advice lines5 and over-the-counter drug sales6. About 
90 million American adults are believed to search online for 
information about specific diseases or medical problems each 
year7, making web search queries a uniquely valuable source 
of information about health trends. Previous attempts at using 
online activity for influenza surveillance have counted search 
queries submitted to a Swedish medical website8, visitors to 
certain pages on a U.S. health website9, and user clicks on a 
search keyword advertisement in Canada10. A set of Yahoo 
search queries containing the words “flu” or “influenza” were 
found to correlate with virologic and mortality surveillance 
data over multiple years11.

Our proposed system builds on these earlier works by utilizing 
an automated method of discovering influenza-related search 
queries. By processing hundreds of billions of individual 
searches from five years of Google web search logs, our 
system generates more comprehensive models for use in 
influenza surveillance, with regional and state-level estimates 
of influenza-like illness (ILI) activity in the United States. 
Widespread global usage of online search engines may enable 
models to eventually be developed in international settings.

By aggregating historical logs of online web search queries 
submitted between 2003 and 2008, we computed time series 
of weekly counts for 50 million of the most common search 
queries in the United States. Separate aggregate weekly 
counts were kept for every query in each state. No information 
about the identity of any user was retained. Each time series 
was normalized by dividing the count for each query in a 
particular week by the total number of online search queries 
submitted in that location during the week, resulting in a query 
fraction (Supplementary Figure 1).

We sought to develop a simple model which estimates the 
probability that a random physician visit in a particular region 
is related to an influenza-like illness (ILI); this is equivalent 
to the percentage of ILI-related physician visits. A single 
explanatory variable was used: the probability that a random 
search query submitted from the same region is ILI-related, as 
determined by an automated method described below. We fit 
a linear model using the log-odds of an ILI physician visit and 
the log-odds of an ILI-related search query:

logit(P) = β0 + β1 × logit(Q) + ε

where P is the percentage of ILI physician visits, Q is 
the ILI-related query fraction, β0 is the intercept, 

β1 is the multiplicative coefficient, and ε is the error term. 
logit(P) is the natural log of P/(1-P).

Publicly available historical data from the CDC’s U.S. Influenza 
Sentinel Provider Surveillance Network12 was used to help 
build our models. For each of the nine surveillance regions of 
the United States, CDC reported the average percentage of 
all outpatient visits to sentinel providers that were ILI-related 
on a weekly basis. No data were provided for weeks outside 
of the annual influenza season, and we excluded such dates 
from model fitting, though our model was used to generate 
unvalidated ILI estimates for these weeks.

We designed an automated method of selecting ILI-related 
search queries, requiring no prior knowledge about influenza. 
We measured how effectively our model would fit the CDC 
ILI data in each region if we used only a single query as the 
explanatory variable Q. Each of the 50 million candidate 
queries in our database was separately tested in this manner, 
to identify the search queries which could most accurately 
model the CDC ILI visit percentage in each region. Our 
approach rewarded queries which exhibited regional variations 
similar to the regional variations in CDC ILI data: the chance 
that a random search query can fit the ILI percentage in all 
nine regions is considerably less than the chance that a 
random search query can fit a single location (Supplementary 
Figure 2).

The automated query selection process produced a list of the 
highest scoring search queries, sorted by mean Z-transformed 
correlation across the nine regions. To decide which queries 
would be included in the ILI-related query fraction Q, we 
considered different sets of N top scoring queries. We 
measured the performance of these models based on the 
sum of the queries in each set, and picked N such that we 
obtained the best fit against out-of-sample ILI data across the 
nine regions (Figure 1).

Combining the N=45 highest-scoring queries was found to 
obtain the best fit. These 45 search queries, though selected 

Figure 1: An evaluation of how many top-scoring queries to include in the 
ILI-related query fraction. Maximal performance at estimating out-of-sample 
points during cross-validation was obtained by summing the top 45 search 
queries. A steep drop in model performance occurs after adding query 81, 
which is “oscar nominations”. 
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Detecting influenza epidemics using search engine query data 2

Traditional surveillance systems, including those employed by 
the U.S. Centers for Disease Control and Prevention (CDC) and 
the European Influenza Surveillance Scheme (EISS), rely on 
both virologic and clinical data, including influenza-like illness 
(ILI) physician visits. CDC publishes national and regional data 
from these surveillance systems on a weekly basis, typically 
with a 1-2 week reporting lag.

In an attempt to provide faster detection, innovative 
surveillance systems have been created to monitor indirect 
signals of influenza activity, such as call volume to telephone 
triage advice lines5 and over-the-counter drug sales6. About 
90 million American adults are believed to search online for 
information about specific diseases or medical problems each 
year7, making web search queries a uniquely valuable source 
of information about health trends. Previous attempts at using 
online activity for influenza surveillance have counted search 
queries submitted to a Swedish medical website8, visitors to 
certain pages on a U.S. health website9, and user clicks on a 
search keyword advertisement in Canada10. A set of Yahoo 
search queries containing the words “flu” or “influenza” were 
found to correlate with virologic and mortality surveillance 
data over multiple years11.

Our proposed system builds on these earlier works by utilizing 
an automated method of discovering influenza-related search 
queries. By processing hundreds of billions of individual 
searches from five years of Google web search logs, our 
system generates more comprehensive models for use in 
influenza surveillance, with regional and state-level estimates 
of influenza-like illness (ILI) activity in the United States. 
Widespread global usage of online search engines may enable 
models to eventually be developed in international settings.

By aggregating historical logs of online web search queries 
submitted between 2003 and 2008, we computed time series 
of weekly counts for 50 million of the most common search 
queries in the United States. Separate aggregate weekly 
counts were kept for every query in each state. No information 
about the identity of any user was retained. Each time series 
was normalized by dividing the count for each query in a 
particular week by the total number of online search queries 
submitted in that location during the week, resulting in a query 
fraction (Supplementary Figure 1).

We sought to develop a simple model which estimates the 
probability that a random physician visit in a particular region 
is related to an influenza-like illness (ILI); this is equivalent 
to the percentage of ILI-related physician visits. A single 
explanatory variable was used: the probability that a random 
search query submitted from the same region is ILI-related, as 
determined by an automated method described below. We fit 
a linear model using the log-odds of an ILI physician visit and 
the log-odds of an ILI-related search query:

logit(P) = β0 + β1 × logit(Q) + ε

where P is the percentage of ILI physician visits, Q is 
the ILI-related query fraction, β0 is the intercept, 

β1 is the multiplicative coefficient, and ε is the error term. 
logit(P) is the natural log of P/(1-P).

Publicly available historical data from the CDC’s U.S. Influenza 
Sentinel Provider Surveillance Network12 was used to help 
build our models. For each of the nine surveillance regions of 
the United States, CDC reported the average percentage of 
all outpatient visits to sentinel providers that were ILI-related 
on a weekly basis. No data were provided for weeks outside 
of the annual influenza season, and we excluded such dates 
from model fitting, though our model was used to generate 
unvalidated ILI estimates for these weeks.

We designed an automated method of selecting ILI-related 
search queries, requiring no prior knowledge about influenza. 
We measured how effectively our model would fit the CDC 
ILI data in each region if we used only a single query as the 
explanatory variable Q. Each of the 50 million candidate 
queries in our database was separately tested in this manner, 
to identify the search queries which could most accurately 
model the CDC ILI visit percentage in each region. Our 
approach rewarded queries which exhibited regional variations 
similar to the regional variations in CDC ILI data: the chance 
that a random search query can fit the ILI percentage in all 
nine regions is considerably less than the chance that a 
random search query can fit a single location (Supplementary 
Figure 2).

The automated query selection process produced a list of the 
highest scoring search queries, sorted by mean Z-transformed 
correlation across the nine regions. To decide which queries 
would be included in the ILI-related query fraction Q, we 
considered different sets of N top scoring queries. We 
measured the performance of these models based on the 
sum of the queries in each set, and picked N such that we 
obtained the best fit against out-of-sample ILI data across the 
nine regions (Figure 1).

Combining the N=45 highest-scoring queries was found to 
obtain the best fit. These 45 search queries, though selected 

Figure 1: An evaluation of how many top-scoring queries to include in the 
ILI-related query fraction. Maximal performance at estimating out-of-sample 
points during cross-validation was obtained by summing the top 45 search 
queries. A steep drop in model performance occurs after adding query 81, 
which is “oscar nominations”. 
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improvements: expanding and re-weighting the set of queries used for prediction using linear regularized 
regression, accounting for nonlinear relationships between the predictors and the response, and incorpo-
rating time series structure. We focus on national-level US search query data, and our task is to nowcast 
(i.e., to estimate the current value of)21,22 weekly ILI rates as published by the outpatient influenza-like 
illness surveillance network (ILINet) of the Centers for Disease Control and Prevention (CDC).

We use query and CDC data spanning across a decade (2004–2013, all inclusive) and evaluate weekly 
ILI nowcasts during the last five flu periods (2008–2013). The proposed nonlinear model is able to 
better capture the relationship between search queries and ILI rates. Given this evaluation setup, we 
qualitatively explain the settings under which GFT mispredicted ILI in past seasons in contrast with the 
improvements that the new approaches bring in. Furthermore, by combining query-based predictions 
and recent ILI information in an autoregressive model, we significantly improve prediction error, high-
lighting the utility of incorporating user-generated data into a conventional disease surveillance system.

Modeling search queries for nowcasting disease rates 
This section focuses on supervised learning approaches for modeling the relationship between search 
queries and an ILI rate. We represent search queries by their weekly fraction of total search volume, i.e., 
for a query q the weekly normalized frequency is expressed by
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Formally, a function that relates weekly search query frequencies to ILI rates is denoted by →×X Yf : T Q T , 
where = = ,X Y [0 1] represents the space of possible query fractions and ILI percentages, T and Q are 
the numbers of observed weeks and queries respectively. For a certain week, ∈i &y  denotes the ILI rate 
and ∈i %x Q is the vector of query volumes; for a set of T weeks, all query volumes are represented by 
the T ×  Q matrix ∼X. Exploratory analysis found that pairwise relationships between query rates and ILI 
were approximately linear in the logit space, motivating the use of this transformation across all experi-
ments (see Supplementary Fig. S3); related work also followed the same modeling principle13,23. We, 
therefore, use = ( )ix xlogit  and = ( )iy ylogit , where logit(α) =  log(α/(1 −   α)), considering that the logit 
function operates in a point-wise manner; similarly X denotes the logit-transformed input matrix. We 
use xt and yt to express their values for a particular week t. Predictions made by the presented models 
undergo the inverse transformation before analysis.

Linear models. Previous approaches for search query modeling proposed linear functions on top 
of manually9 or automatically13 selected search queries. In particular, GFT’s regression model relates 
ILI rates (y) to queries via yt =  β +  w·z +  ε, where the single covariate z denotes the logit-transformed 
normalized aggregate frequency of a set of queries, w is a weight coefficient we aim to learn, β denotes 
the intercept term, and ε is independent, zero-centered noise. The set of queries is selected through a 
multi-step correlation analysis (see Supplementary Information [SI], Feature selection in the GFT model).

Recent works indicated that this basic model mispredicted ILI in several flu seasons, with significant 
errors happening during 2012–1319,20. Whereas various scenarios, such as media attention influencing 
user behavior, could explain bad predictive performance, it is also evident that the only predictor of this 
model (the aggregate frequency of the selected queries) could have been affected by a single spurious or 
divergent query. We elaborate further on this when presenting the experimental results in the following 
section.

A more expressive linear model directly relates individual (non-aggregated) queries to ILI. This model 
can be written as β ε= + +Τy w xt , which defines a wq parameter for each of the potentially hundreds 
of thousands of search queries considered. With only a few hundred weeks to train on, this system is 
under-determined (T <   Q)24. However, considering that most wq values should be zero because many 
queries are irrelevant (i.e., assuming sparsity), there exist regularized regression schemes that provide 
solutions. One such method, known as the Lasso25, simultaneously performs query selection and weight 
learning in a linear regression setting by adding a regularization term (on w’s L1-norm) in the objective 
function of ordinary least squares. Lasso has been effective in the related task of nowcasting ILI rates 
using Twitter content10,15. However, it has been shown that Lasso cannot make a consistent selection of 
the true model, when collinear predictors are present in the data26. Given that the frequency time series 
of some of the search queries we model will be correlated, we use a more robust generalization of Lasso, 
known as the Elastic Net27. Elastic Net adds an L2-norm constraint on Lasso’s objective function and is 
defined by
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improvements: expanding and re-weighting the set of queries used for prediction using linear regularized 
regression, accounting for nonlinear relationships between the predictors and the response, and incorpo-
rating time series structure. We focus on national-level US search query data, and our task is to nowcast 
(i.e., to estimate the current value of)21,22 weekly ILI rates as published by the outpatient influenza-like 
illness surveillance network (ILINet) of the Centers for Disease Control and Prevention (CDC).

We use query and CDC data spanning across a decade (2004–2013, all inclusive) and evaluate weekly 
ILI nowcasts during the last five flu periods (2008–2013). The proposed nonlinear model is able to 
better capture the relationship between search queries and ILI rates. Given this evaluation setup, we 
qualitatively explain the settings under which GFT mispredicted ILI in past seasons in contrast with the 
improvements that the new approaches bring in. Furthermore, by combining query-based predictions 
and recent ILI information in an autoregressive model, we significantly improve prediction error, high-
lighting the utility of incorporating user-generated data into a conventional disease surveillance system.

Modeling search queries for nowcasting disease rates 
This section focuses on supervised learning approaches for modeling the relationship between search 
queries and an ILI rate. We represent search queries by their weekly fraction of total search volume, i.e., 
for a query q the weekly normalized frequency is expressed by
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Formally, a function that relates weekly search query frequencies to ILI rates is denoted by →×X Yf : T Q T , 
where = = ,X Y [0 1] represents the space of possible query fractions and ILI percentages, T and Q are 
the numbers of observed weeks and queries respectively. For a certain week, ∈i &y  denotes the ILI rate 
and ∈i %x Q is the vector of query volumes; for a set of T weeks, all query volumes are represented by 
the T ×  Q matrix ∼X. Exploratory analysis found that pairwise relationships between query rates and ILI 
were approximately linear in the logit space, motivating the use of this transformation across all experi-
ments (see Supplementary Fig. S3); related work also followed the same modeling principle13,23. We, 
therefore, use = ( )ix xlogit  and = ( )iy ylogit , where logit(α) =  log(α/(1 −   α)), considering that the logit 
function operates in a point-wise manner; similarly X denotes the logit-transformed input matrix. We 
use xt and yt to express their values for a particular week t. Predictions made by the presented models 
undergo the inverse transformation before analysis.

Linear models. Previous approaches for search query modeling proposed linear functions on top 
of manually9 or automatically13 selected search queries. In particular, GFT’s regression model relates 
ILI rates (y) to queries via yt =  β +  w·z +  ε, where the single covariate z denotes the logit-transformed 
normalized aggregate frequency of a set of queries, w is a weight coefficient we aim to learn, β denotes 
the intercept term, and ε is independent, zero-centered noise. The set of queries is selected through a 
multi-step correlation analysis (see Supplementary Information [SI], Feature selection in the GFT model).

Recent works indicated that this basic model mispredicted ILI in several flu seasons, with significant 
errors happening during 2012–1319,20. Whereas various scenarios, such as media attention influencing 
user behavior, could explain bad predictive performance, it is also evident that the only predictor of this 
model (the aggregate frequency of the selected queries) could have been affected by a single spurious or 
divergent query. We elaborate further on this when presenting the experimental results in the following 
section.

A more expressive linear model directly relates individual (non-aggregated) queries to ILI. This model 
can be written as β ε= + +Τy w xt , which defines a wq parameter for each of the potentially hundreds 
of thousands of search queries considered. With only a few hundred weeks to train on, this system is 
under-determined (T <   Q)24. However, considering that most wq values should be zero because many 
queries are irrelevant (i.e., assuming sparsity), there exist regularized regression schemes that provide 
solutions. One such method, known as the Lasso25, simultaneously performs query selection and weight 
learning in a linear regression setting by adding a regularization term (on w’s L1-norm) in the objective 
function of ordinary least squares. Lasso has been effective in the related task of nowcasting ILI rates 
using Twitter content10,15. However, it has been shown that Lasso cannot make a consistent selection of 
the true model, when collinear predictors are present in the data26. Given that the frequency time series 
of some of the search queries we model will be correlated, we use a more robust generalization of Lasso, 
known as the Elastic Net27. Elastic Net adds an L2-norm constraint on Lasso’s objective function and is 
defined by
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GFT v.1 — Data
9 US regions considered 

50 million search queries (most frequent) geolocated in 
these 9 US regions 

Weekly ILI rates from CDC 

170 weeks, 28/9/2003 to 11/5/2008 with ILI rate > 0 

First 128 weeks: Training, 9 x 128 = 1,152 samples 

Last 42 weeks: Testing (per region)



GFT v.1 — Feature selection  (1/2)

1. Single query flu models are trained for each US region  
50 million queries x 9 US regions = 450 million models 

2. Inference accuracy is estimated for each query using 
linear correlation (Pearson) as the metric 

3. Starting from the best performing query, adding up one 
query each time, a new model is trained and evaluated



1. Single query flu models are trained for each US region  
50 million queries x 9 US regions = 450 million models 

2. Inference accuracy is estimated for each query using 
linear correlation (Pearson) as the metric 

3. Starting from the best performing query, adding up one 
query each time, a new model is trained and evaluated

GFT v.1 — Feature selection  (1/2)

Combining the n 5 45 highest-scoring queries was found to obtain
the best fit. These 45 search queries, although selected automatically,
appeared to be consistently related to ILIs. Other search queries in the
top 100, not included in our model, included topics like ‘high school
basketball’, which tend to coincide with influenza season in the
United States (Table 1).

Using this ILI-related query fraction as the explanatory variable,
we fit a final linear model to weekly ILI percentages between 2003 and
2007 for all nine regions together, thus obtaining a single, region-
independent coefficient. The model was able to obtain a good fit with
CDC-reported ILI percentages, with a mean correlation of 0.90
(min 5 0.80, max 5 0.96, n 5 9 regions; Fig. 2).

The final model was validated on 42 points per region of previously
untested data from 2007 to 2008, which were excluded from all
previous steps. Estimates generated for these 42 points obtained a
mean correlation of 0.97 (min 5 0.92, max 5 0.99, n 5 9 regions)
with the CDC-observed ILI percentages.

Throughout the 2007–08 influenza season we used preliminary
versions of our model to generate ILI estimates, and shared our
results each week with the Epidemiology and Prevention Branch of
Influenza Division at the CDC to evaluate timeliness and accuracy.
Figure 3 illustrates data available at different points throughout the
season. Across the nine regions, we were able to estimate consistently
the current ILI percentage 1–2 weeks ahead of the publication of
reports by the CDC’s US Influenza Sentinel Provider Surveillance
Network.

Because localized influenza surveillance is particularly useful for
public health planning, we sought to validate further our model

against weekly ILI percentages for individual states. The CDC does
not make state-level data publicly available, but we validated our
model against state-reported ILI percentages provided by the state
of Utah, and obtained a correlation of 0.90 across 42 validation points
(Supplementary Fig. 3).

Google web search queries can be used to estimate ILI percentages
accurately in each of the nine public health regions of the United
States. Because search queries can be processed quickly, the resulting
ILI estimates were consistently 1–2 weeks ahead of CDC ILI surveil-
lance reports. The early detection provided by this approach may
become an important line of defence against future influenza epi-
demics in the United States, and perhaps eventually in international
settings.

Up-to-date influenza estimates may enable public health officials
and health professionals to respond better to seasonal epidemics. If a
region experiences an early, sharp increase in ILI physician visits, it
may be possible to focus additional resources on that region to
identify the aetiology of the outbreak, providing extra vaccine capa-
city or raising local media awareness as necessary.

This system is not designed to be a replacement for traditional
surveillance networks or supplant the need for laboratory-based dia-
gnoses and surveillance. Notable increases in ILI-related search activity
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Figure 1 | An evaluation of how many top-scoring queries to include in the
ILI-related query fraction. Maximal performance at estimating out-of-
sample points during cross-validation was obtained by summing the top 45
search queries. A steep drop in model performance occurs after adding query
81, which is ‘oscar nominations’.

Table 1 | Topics found in search queries which were found to be most cor-
related with CDC ILI data

Search query topic Top 45 queries Next 55 queries
n Weighted n Weighted

Influenza complication 11 18.15 5 3.40
Cold/flu remedy 8 5.05 6 5.03
General influenza symptoms 5 2.60 1 0.07
Term for influenza 4 3.74 6 0.30
Specific influenza symptom 4 2.54 6 3.74
Symptoms of an influenza
complication

4 2.21 2 0.92

Antibiotic medication 3 6.23 3 3.17
General influenza remedies 2 0.18 1 0.32
Symptoms of a related disease 2 1.66 2 0.77
Antiviral medication 1 0.39 1 0.74
Related disease 1 6.66 3 3.77
Unrelated to influenza 0 0.00 19 28.37
Total 45 49.40 55 50.60

The top 45 queries were used in our final model; the next 55 queries are presented for
comparison purposes. The number of queries in each topic is indicated, as well as query-
volume-weighted counts, reflecting the relative frequency of queries in each topic.
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Figure 2 | A comparison of model estimates for the mid-Atlantic region
(black) against CDC-reported ILI percentages (red), including points over
which the model was fit and validated. A correlation of 0.85 was obtained
over 128 points from this region to which the model was fit, whereas a
correlation of 0.96 was obtained over 42 validation points. Dotted lines
indicate 95% prediction intervals. The region comprises New York, New
Jersey and Pennsylvania.
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Figure 3 | ILI percentages estimated by our model (black) and provided by
the CDC (red) in the mid-Atlantic region, showing data available at four
points in the 2007-2008 influenza season. During week 5 we detected a
sharply increasing ILI percentage in the mid-Atlantic region; similarly, on 3
March our model indicated that the peak ILI percentage had been reached
during week 8, with sharp declines in weeks 9 and 10. Both results were later
confirmed by CDC ILI data.
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GFT v.1 — Feature selection  (2/2)

Combining the n 5 45 highest-scoring queries was found to obtain
the best fit. These 45 search queries, although selected automatically,
appeared to be consistently related to ILIs. Other search queries in the
top 100, not included in our model, included topics like ‘high school
basketball’, which tend to coincide with influenza season in the
United States (Table 1).

Using this ILI-related query fraction as the explanatory variable,
we fit a final linear model to weekly ILI percentages between 2003 and
2007 for all nine regions together, thus obtaining a single, region-
independent coefficient. The model was able to obtain a good fit with
CDC-reported ILI percentages, with a mean correlation of 0.90
(min 5 0.80, max 5 0.96, n 5 9 regions; Fig. 2).

The final model was validated on 42 points per region of previously
untested data from 2007 to 2008, which were excluded from all
previous steps. Estimates generated for these 42 points obtained a
mean correlation of 0.97 (min 5 0.92, max 5 0.99, n 5 9 regions)
with the CDC-observed ILI percentages.

Throughout the 2007–08 influenza season we used preliminary
versions of our model to generate ILI estimates, and shared our
results each week with the Epidemiology and Prevention Branch of
Influenza Division at the CDC to evaluate timeliness and accuracy.
Figure 3 illustrates data available at different points throughout the
season. Across the nine regions, we were able to estimate consistently
the current ILI percentage 1–2 weeks ahead of the publication of
reports by the CDC’s US Influenza Sentinel Provider Surveillance
Network.

Because localized influenza surveillance is particularly useful for
public health planning, we sought to validate further our model

against weekly ILI percentages for individual states. The CDC does
not make state-level data publicly available, but we validated our
model against state-reported ILI percentages provided by the state
of Utah, and obtained a correlation of 0.90 across 42 validation points
(Supplementary Fig. 3).

Google web search queries can be used to estimate ILI percentages
accurately in each of the nine public health regions of the United
States. Because search queries can be processed quickly, the resulting
ILI estimates were consistently 1–2 weeks ahead of CDC ILI surveil-
lance reports. The early detection provided by this approach may
become an important line of defence against future influenza epi-
demics in the United States, and perhaps eventually in international
settings.

Up-to-date influenza estimates may enable public health officials
and health professionals to respond better to seasonal epidemics. If a
region experiences an early, sharp increase in ILI physician visits, it
may be possible to focus additional resources on that region to
identify the aetiology of the outbreak, providing extra vaccine capa-
city or raising local media awareness as necessary.

This system is not designed to be a replacement for traditional
surveillance networks or supplant the need for laboratory-based dia-
gnoses and surveillance. Notable increases in ILI-related search activity
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Figure 1 | An evaluation of how many top-scoring queries to include in the
ILI-related query fraction. Maximal performance at estimating out-of-
sample points during cross-validation was obtained by summing the top 45
search queries. A steep drop in model performance occurs after adding query
81, which is ‘oscar nominations’.

Table 1 | Topics found in search queries which were found to be most cor-
related with CDC ILI data

Search query topic Top 45 queries Next 55 queries
n Weighted n Weighted

Influenza complication 11 18.15 5 3.40
Cold/flu remedy 8 5.05 6 5.03
General influenza symptoms 5 2.60 1 0.07
Term for influenza 4 3.74 6 0.30
Specific influenza symptom 4 2.54 6 3.74
Symptoms of an influenza
complication

4 2.21 2 0.92

Antibiotic medication 3 6.23 3 3.17
General influenza remedies 2 0.18 1 0.32
Symptoms of a related disease 2 1.66 2 0.77
Antiviral medication 1 0.39 1 0.74
Related disease 1 6.66 3 3.77
Unrelated to influenza 0 0.00 19 28.37
Total 45 49.40 55 50.60

The top 45 queries were used in our final model; the next 55 queries are presented for
comparison purposes. The number of queries in each topic is indicated, as well as query-
volume-weighted counts, reflecting the relative frequency of queries in each topic.
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Figure 2 | A comparison of model estimates for the mid-Atlantic region
(black) against CDC-reported ILI percentages (red), including points over
which the model was fit and validated. A correlation of 0.85 was obtained
over 128 points from this region to which the model was fit, whereas a
correlation of 0.96 was obtained over 42 validation points. Dotted lines
indicate 95% prediction intervals. The region comprises New York, New
Jersey and Pennsylvania.
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Figure 3 | ILI percentages estimated by our model (black) and provided by
the CDC (red) in the mid-Atlantic region, showing data available at four
points in the 2007-2008 influenza season. During week 5 we detected a
sharply increasing ILI percentage in the mid-Atlantic region; similarly, on 3
March our model indicated that the peak ILI percentage had been reached
during week 8, with sharp declines in weeks 9 and 10. Both results were later
confirmed by CDC ILI data.
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GFT v.1 — Performance  (1/2)

Evaluated on 42 weeks (per region) from 2007-2008 

Evaluation metric: Pearson correlation 

μ(r) = .97 with min(r) = .92 and max(r) = .99 

Performance looked great at the time, but this is not a 
proper performance evaluation! 
 
Why? 
Potentially misleading metric (not the loss function here) 
and rather small testing time span (< 1 flu season)



GFT v.1 — Performance  (2/2)

Combining the n 5 45 highest-scoring queries was found to obtain
the best fit. These 45 search queries, although selected automatically,
appeared to be consistently related to ILIs. Other search queries in the
top 100, not included in our model, included topics like ‘high school
basketball’, which tend to coincide with influenza season in the
United States (Table 1).

Using this ILI-related query fraction as the explanatory variable,
we fit a final linear model to weekly ILI percentages between 2003 and
2007 for all nine regions together, thus obtaining a single, region-
independent coefficient. The model was able to obtain a good fit with
CDC-reported ILI percentages, with a mean correlation of 0.90
(min 5 0.80, max 5 0.96, n 5 9 regions; Fig. 2).

The final model was validated on 42 points per region of previously
untested data from 2007 to 2008, which were excluded from all
previous steps. Estimates generated for these 42 points obtained a
mean correlation of 0.97 (min 5 0.92, max 5 0.99, n 5 9 regions)
with the CDC-observed ILI percentages.

Throughout the 2007–08 influenza season we used preliminary
versions of our model to generate ILI estimates, and shared our
results each week with the Epidemiology and Prevention Branch of
Influenza Division at the CDC to evaluate timeliness and accuracy.
Figure 3 illustrates data available at different points throughout the
season. Across the nine regions, we were able to estimate consistently
the current ILI percentage 1–2 weeks ahead of the publication of
reports by the CDC’s US Influenza Sentinel Provider Surveillance
Network.

Because localized influenza surveillance is particularly useful for
public health planning, we sought to validate further our model

against weekly ILI percentages for individual states. The CDC does
not make state-level data publicly available, but we validated our
model against state-reported ILI percentages provided by the state
of Utah, and obtained a correlation of 0.90 across 42 validation points
(Supplementary Fig. 3).

Google web search queries can be used to estimate ILI percentages
accurately in each of the nine public health regions of the United
States. Because search queries can be processed quickly, the resulting
ILI estimates were consistently 1–2 weeks ahead of CDC ILI surveil-
lance reports. The early detection provided by this approach may
become an important line of defence against future influenza epi-
demics in the United States, and perhaps eventually in international
settings.

Up-to-date influenza estimates may enable public health officials
and health professionals to respond better to seasonal epidemics. If a
region experiences an early, sharp increase in ILI physician visits, it
may be possible to focus additional resources on that region to
identify the aetiology of the outbreak, providing extra vaccine capa-
city or raising local media awareness as necessary.

This system is not designed to be a replacement for traditional
surveillance networks or supplant the need for laboratory-based dia-
gnoses and surveillance. Notable increases in ILI-related search activity
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Figure 1 | An evaluation of how many top-scoring queries to include in the
ILI-related query fraction. Maximal performance at estimating out-of-
sample points during cross-validation was obtained by summing the top 45
search queries. A steep drop in model performance occurs after adding query
81, which is ‘oscar nominations’.

Table 1 | Topics found in search queries which were found to be most cor-
related with CDC ILI data

Search query topic Top 45 queries Next 55 queries
n Weighted n Weighted

Influenza complication 11 18.15 5 3.40
Cold/flu remedy 8 5.05 6 5.03
General influenza symptoms 5 2.60 1 0.07
Term for influenza 4 3.74 6 0.30
Specific influenza symptom 4 2.54 6 3.74
Symptoms of an influenza
complication

4 2.21 2 0.92

Antibiotic medication 3 6.23 3 3.17
General influenza remedies 2 0.18 1 0.32
Symptoms of a related disease 2 1.66 2 0.77
Antiviral medication 1 0.39 1 0.74
Related disease 1 6.66 3 3.77
Unrelated to influenza 0 0.00 19 28.37
Total 45 49.40 55 50.60

The top 45 queries were used in our final model; the next 55 queries are presented for
comparison purposes. The number of queries in each topic is indicated, as well as query-
volume-weighted counts, reflecting the relative frequency of queries in each topic.
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Figure 2 | A comparison of model estimates for the mid-Atlantic region
(black) against CDC-reported ILI percentages (red), including points over
which the model was fit and validated. A correlation of 0.85 was obtained
over 128 points from this region to which the model was fit, whereas a
correlation of 0.96 was obtained over 42 validation points. Dotted lines
indicate 95% prediction intervals. The region comprises New York, New
Jersey and Pennsylvania.
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Figure 3 | ILI percentages estimated by our model (black) and provided by
the CDC (red) in the mid-Atlantic region, showing data available at four
points in the 2007-2008 influenza season. During week 5 we detected a
sharply increasing ILI percentage in the mid-Atlantic region; similarly, on 3
March our model indicated that the peak ILI percentage had been reached
during week 8, with sharp declines in weeks 9 and 10. Both results were later
confirmed by CDC ILI data.
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Mid-Atlantic US region 
Pearson correlation, r = .96



GFT v.2 — Data & evaluation
weekly frequency of 49,708 search queries (US) 

filtered by a relaxed health topic classifier, intersection of 
frequent queries across all US regions 

from 4/1/2004 to 28/12/2013 (521 weeks) 

corresponding weekly US ILI rates from CDC 

test on 5 flu seasons, 5 year-long test sets (2008-13) 

train on increasing data sets starting from 2004, 
using all data prior to a test period



GFT v.1 was simple to a (significant) fault
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“rsv” — 25% 
“flu symptoms” — 18% 
“benzonatate” —   6% 

“symptoms of pneumonia” —   6% 
“upper respiratory infection” —   4%

GFT v.1 was simple to a (significant) fault



GFT v.2 — Linear multivariate regression    
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GFT v.2 — Linear multivariate regression    
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GFT v.2 — Linear multivariate regression    
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GFT v.2 — Linear multivariate regression    

Least squares

argmin
w,�

 
NX

i=1

(xiw + � � yi)
2

!

argmin
w,�

 
nX

i=1

(xiw + � � yi)
2

!

Ridge regression

argmin
w,�

0

@
NX

i=1

(xiw + � � yi)
2 + 

MX

j=1

w2
j

1

A

Elastic net

argmin
w,�

0

@
NX

i=1

(xiw + � � yi)
2 + �1

MX

j=1

|wj |+ �2

MX

j=1

w2
j

1

A

argmin
w,�

0

@
nX

i=1

(xiw + � � yi)
2 + �1

mX

j=1

|wj |+ �2

mX

j=1

w2
j

1

A

Variables
N
M
X 2 RN⇥M

y 2 RN

GPs can be defined as sets of random variables, any finite number of
which have a multivariate Gaussian distribution.

In GP regression, for the inputs x, x0
2 RM (both expressing rows of

the observation matrix X) we want to learn a function f : RM
! R that is

drawn from a GP prior

f(x) ⇠ GP
�
µ(x) = 0, k(x,x0)

�

kSE(x,x
0) = �2 exp

✓
�
kx� x0

k
2
2

2`2

◆

1

X 2 Rn⇥m

Rm

Least squares

argmin
w,�

 
NX

i=1

(xiw + � � yi)
2

!

argmin
w,�

 
nX

i=1

(xiw + � � yi)
2

!

Ridge regression

argmin
w,�

0

@
NX

i=1

(xiw + � � yi)
2 + 

MX

j=1

w2
j

1

A

Elastic net

argmin
w,�

0

@
NX

i=1

(xiw + � � yi)
2 + �1

MX

j=1

|wj |+ �2

MX

j=1

w2
j

1

A

argmin
w,�

0

@
nX

i=1

(xiw + � � yi)
2 + �1

mX

j=1

|wj |+ �2

mX

j=1

w2
j

1

A

Variables
N
M
X 2 RN⇥M

y 2 RN

X 2 Rn⇥m

xi 2 Rm, i 2 {1, . . . , n}
y 2 Rn

yi 2 R
w 2 Rm

� 2 R
GPs can be defined as sets of random variables, any finite number of

which have a multivariate Gaussian distribution.

1

Least squares

argmin
w,�

 
NX

i=1

(xiw + � � yi)
2

!

argmin
w,�

 
nX

i=1

(xiw + � � yi)
2

!

Ridge regression

argmin
w,�

0

@
NX

i=1

(xiw + � � yi)
2 + 

MX

j=1

w2
j

1

A

Elastic net

argmin
w,�

0

@
NX

i=1

(xiw + � � yi)
2 + �1

MX

j=1

|wj |+ �2

MX

j=1

w2
j

1

A

argmin
w,�

0

@
nX

i=1

(xiw + � � yi)
2 + �1

mX

j=1

|wj |+ �2

mX

j=1

w2
j

1

A

Variables
N
M
X 2 RN⇥M

y 2 RN

X 2 Rn⇥m

xi 2 Rm, i 2 {1, . . . , n}
y 2 Rn

yi 2 R
w 2 Rm

� 2 R
GPs can be defined as sets of random variables, any finite number of

which have a multivariate Gaussian distribution.

1

2 R
y 2 Rn

R
2 R

yi 2 R
Rm

ILI rates from CDC for n weeks
… for week i

2 R
xi 2 Rm, i 2 {1, . . . , n}
2 Rn

frequency of m search queries for n weeks
… for week i

weights for the m search queries
intercept term

Least squares



GFT v.2 — Linear multivariate regression    
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Least Squares⚠ ☣ ⚠ 
Least squares regression is not applicable here  

because we have very few training samples (n) 
but many features (search queries; m). 

Models derived from least squares will tend 
to overfit the data, resulting to bad solutions.



GFT v.2 — Regularisation with elastic net    
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many weights will 
be set to zero!



GFT v.2 — Feature selection
1st layer: Keep search queries that their frequency time 
series has a ≥ 0.5 Pearson correlation with the CDC 
ILI rates (in the training data) 

2nd layer: Elastic net will assign weights equal to 0 to 
features (search queries) that are identified as statistically 
irrelevant to our task

μ (σ) # queries selected across all training data sets

# queries r ≥ 0.5 GFT Elastic net

49,708 937 (334) 46 (39) 278 (64)
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Materials

Search query data

For our analysis, we have used a volume of millions (issued) search queries geo-located in the US, dated from 04/01/2004 to
28/12/2013 (521 weeks) and filtered by Google’s embedded health vertical classifier. This is a relaxed topic classifier, and as a
result many search queries are not directly related to the topic of health. The data have been anonymized and aggregated before
conducting experiments. By performing an intersection among frequently occurring search queries geo-located in the 10 US
regions, we ended up with the weekly frequencies of 49,708 queries (from an original set of 297,057 queries).

Flu seasons

The search query data used in our experiments are spread across 10 years and encompass 9 complete and 2 partial flu seasons
(as identified by CDC). We test the performance of the proposed ILI models on data from the latest flu seasons. These were
2008-09 (48 weeks, 28/9/2008 to 29/8/2009), 2009-10 (57 weeks, 30/8/2009 to 2/10/2010), 2010-11 (52 weeks, 3/10/2010 to
1/10/2011), 2011-12 (52 weeks, 2/10/2011 to 29/9/2012) and 2012-13 (65 weeks, 30/9/2012 to 28/12/2013).

Official health reports

The CDC operates an outpatient ILI surveillance network (ILINet) consisting of more than 2,900 healthcare providers in all US
states. According to the CDC1 “ILI is defined as fever (temperature of 100°F [37.8°C] or greater) and a cough and/or a sore
throat without a known cause other than influenza.” ILI rates are published on a weekly basis (usually lagged by a 2-week
window) indicating the percentage of ILI prevalence at a national level. We use ILINet’s rates in the aforementioned 521 weeks
(see Fig. S1) to train and evaluate our models throughout our work.

Performance metrics

Given a set y = y1, . . . , yN of ground truth values and ŷ = ŷ1, . . . , ŷN of predictions, we apply the following metrics to assess
predictive performance:

• Pearson correlation (r), defined by

r =
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✓
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We note that performance is measured after reversing the logit transformation (see below).
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MAE (ŷ,y) =
1

N

NX

t=1
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MAE (ŷ,y) =
1

N

NX

t=1
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Mean Squared Error: 

Mean Absolute Error: 

Mean Absolute  
Percentage of Error:
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GFT v.2 — Nonlinearities in the data
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GFT v.2 — Nonlinearities in the data

US ILI rates (CDC) ~ freq. of query ‘flu medicine’
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GFT v.2 — Nonlinearities in the data

US ILI rates (CDC) ~ freq. of query ‘how long is flu contagious’
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GFT v.2 — Nonlinearities in the data
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GFT v.2 — Nonlinearities in the data

US ILI rates (CDC) ~ freq. of query ‘sore throat treatment’
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A Gaussian Process (GP) learns a distribution over 
functions that can explain the data 
Fully specified by a mean (m) and a covariance (kernel) 
function (k); we set m(x) = 0 in our experiments 
Collection of random variables any finite number of which 
have a multivariate Gaussian distribution
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A Gaussian Process (GP) learns a distribution over 
functions that can explain the data 
Fully specified by a mean (m) and a covariance (kernel) 
function (k); we set m(x) = 0 in our experiments 
Collection of random variables any finite number of which 
have a multivariate Gaussian distribution

1.2. Probability Theory 25

Figure 1.13 Plot of the univariate Gaussian
showing the mean µ and the
standard deviation σ.

N (x|µ, σ2)

x

2σ

µ

∫ ∞

−∞
N

(
x|µ, σ2

)
dx = 1. (1.48)

Thus (1.46) satisfies the two requirements for a valid probability density.
We can readily find expectations of functions of x under the Gaussian distribu-

tion. In particular, the average value of x is given byExercise 1.8

E[x] =
∫ ∞

−∞
N

(
x|µ, σ2

)
xdx = µ. (1.49)

Because the parameter µ represents the average value of x under the distribution, it
is referred to as the mean. Similarly, for the second order moment

E[x2] =
∫ ∞

−∞
N

(
x|µ, σ2

)
x2 dx = µ2 + σ2. (1.50)

From (1.49) and (1.50), it follows that the variance of x is given by

var[x] = E[x2] − E[x]2 = σ2 (1.51)

and hence σ2 is referred to as the variance parameter. The maximum of a distribution
is known as its mode. For a Gaussian, the mode coincides with the mean.Exercise 1.9

We are also interested in the Gaussian distribution defined over a D-dimensional
vector x of continuous variables, which is given by

N (x|µ,Σ) =
1

(2π)D/2

1
|Σ|1/2

exp
{
−1

2
(x − µ)TΣ−1(x − µ)

}
(1.52)

where the D-dimensional vector µ is called the mean, the D ×D matrix Σ is called
the covariance, and |Σ| denotes the determinant of Σ. We shall make use of the
multivariate Gaussian distribution briefly in this chapter, although its properties will
be studied in detail in Section 2.3.
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A Gaussian Process (GP) learns a distribution over 
functions that can explain the data 
Fully specified by a mean (m) and a covariance (kernel) 
function (k); we set m(x) = 0 in our experiments 
Collection of random variables any finite number of which 
have a multivariate Gaussian distribution

1.2. Probability Theory 25

Figure 1.13 Plot of the univariate Gaussian
showing the mean µ and the
standard deviation σ.
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is referred to as the mean. Similarly, for the second order moment
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From (1.49) and (1.50), it follows that the variance of x is given by

var[x] = E[x2] − E[x]2 = σ2 (1.51)

and hence σ2 is referred to as the variance parameter. The maximum of a distribution
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where the D-dimensional vector µ is called the mean, the D ×D matrix Σ is called
the covariance, and |Σ| denotes the determinant of Σ. We shall make use of the
multivariate Gaussian distribution briefly in this chapter, although its properties will
be studied in detail in Section 2.3.
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2 Expressing Structure with Kernels

functions are likely under the GP prior, which in turn determines the generalization
properties of the model.

1.2 A few basic kernels
To begin understanding the types of structures expressible by GPs, we will start by
briefly examining the priors on functions encoded by some commonly used kernels: the
squared-exponential (SE), periodic (Per), and linear (Lin) kernels. These kernels are
defined in figure 1.1.

Kernel name: Squared-exp (SE) Periodic (Per) Linear (Lin)

k(x, xÕ) = ‡2
f exp

1
≠ (x≠xÕ)2

2¸2

2
‡2

f exp
1
≠ 2

¸2 sin2
1
fi x≠xÕ

p

22
‡2

f (x ≠ c)(xÕ ≠ c)

Plot of k(x, xÕ):

0 0

0

x ≠ xÕ x ≠ xÕ x (with xÕ = 1)
¿ ¿ ¿

Functions f(x)
sampled from

GP prior:

x x x
Type of structure: local variation repeating structure linear functions

Figure 1.1: Examples of structures expressible by some basic kernels.

Each covariance function corresponds to a di�erent set of assumptions made about
the function we wish to model. For example, using a squared-exp (SE) kernel implies that
the function we are modeling has infinitely many derivatives. There exist many variants
of “local” kernels similar to the SE kernel, each encoding slightly di�erent assumptions
about the smoothness of the function being modeled.

Kernel parameters Each kernel has a number of parameters which specify the precise
shape of the covariance function. These are sometimes referred to as hyper-parameters,
since they can be viewed as specifying a distribution over function parameters, instead of
being parameters which specify a function directly. An example would be the lengthscale

Common GP kernels (covariance functions)
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4 Expressing Structure with Kernels

Lin ◊ Lin SE ◊ Per Lin ◊ SE Lin ◊ Per

0 0

0
0

x (with xÕ = 1) x ≠ xÕ x (with xÕ = 1) x (with xÕ = 1)
¿ ¿ ¿ ¿

quadratic functions locally periodic increasing variation growing amplitude

Figure 1.2: Examples of one-dimensional structures expressible by multiplying kernels.
Plots have same meaning as in figure 1.1.

1.3.2 Combining properties through multiplication

Multiplying two positive-definite kernels together always results in another positive-
definite kernel. But what properties do these new kernels have? Figure 1.2 shows some
kernels obtained by multiplying two basic kernels together.

Working with kernels, rather than the parametric form of the function itself, allows
us to express high-level properties of functions that do not necessarily have a simple
parametric form. Here, we discuss a few examples:

• Polynomial Regression. By multiplying together T linear kernels, we obtain a
prior on polynomials of degree T . The first column of figure 1.2 shows a quadratic
kernel.

• Locally Periodic Functions. In univariate data, multiplying a kernel by SE
gives a way of converting global structure to local structure. For example, Per
corresponds to exactly periodic structure, whereas Per◊SE corresponds to locally
periodic structure, as shown in the second column of figure 1.2.

• Functions with Growing Amplitude. Multiplying by a linear kernel means
that the marginal standard deviation of the function being modeled grows linearly
away from the location given by kernel parameter c. The third and fourth columns
of figure 1.2 show two examples.

Adding or multiplying GP kernels  
produces a new valid GP kernel
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(x,y) pairs with obvious nonlinear relationship
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least squares regression (poor solution)
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sum of 2 GP kernels (periodic + squared exponential)
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Clustering queries selected by elastic net into C clusters 
with k-means 
Clusters are determined by using cosine similarity as 
the distance metric (on query frequency time series) 
Groups queries with similar topicality & usage patterns

GFT v.2 — k-means and GP regression
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Elastic net     r = .92, MAE = 2.60·10-3, MAPE = 11.9% 
GP                  r = .95, MAE = 2.21·10-3, MAPE = 10.8%



GFT v.2 — Queries’ added value
Seasonal ARMAX model

A seasonality component in the ARMAX function incorporates further information into the model. In all of our experiments,
the length of the season is fixed to 52 weeks (1-year long). The full model description, which extends Eq. 6 in the main paper,
becomes

yt =
pX

i=1

�iyt�i +
JX

i=1

!iyt�52�i

| {z }
AR and seasonal AR

+

qX

i=1
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⌫i✏t�52�i

| {z }
MA and seasonal MA

+
DX

i=1

wiht,i

| {z }
regression

+ ✏t ,

(4)

where !i and ⌫i are lagged variable parameters of order J and K, respectively. We estimate a series of models using7 and
choose the model that minimizes the Akaike Information Criterion (AIC);8 therefore all the hyper-parameters are automatically
determined. By observing these parameters, the evidence of seasonality in the signal is far less clear in the first prediction
period (when there are fewer samples from previous years) than the evidence in the last prediction period (where there are
examples of many preceding seasons). More precisely, the first few prediction periods do not incorporate a yearly lag, whereas
as the last two tend to incorporate an AR seasonal lag of order 1 and a moving average seasonal lag of order 1.

Furthermore, the estimation procedure includes a search over integrated components, augmenting the ARMAX to the
autoregressive integrated moving average regression (ARIMA). The integrated part of the model refers to an initial differencing
step aimed at removing non-stationarities present in the time series. As more evidence of stationarity is presented in later
prediction periods, the inference procedure settles on no integrated effect, as seen in the outputs listed in Fig. S8 and S9.

Query text preprocessing

To assess whether standard text preprocessing can improve the prediction performance, we preprocessed the original data and
created the following outputs:

1. n-grams: We n-grammed queries extracting 1- to 4-grams (an n-gram is a set of n words or text tokens). We maintained
the n-grams with > 5 daily average occurrences. This resulted in a set of 79,872 n-grams.

2. Preprocessed queries: We removed a set of 536 common English stop-words from each query, stemmed (using Porter’s
algorithm9) the 1-grams in the queries when they were two or more characters long, removed 1-grams that were one
character long, and finally deduplicated the remaining queries (queries that ended up being the same were merged into
one variable). This preprocessing reduced the number of queries to 42,708 (7,000 fewer than the original data set).

The performance of Elastic Net under these two preprocessed data sets is enumerated in Table S1. We conclude that when
Elastic Net is applied on the raw (non preprocessed) data, it performs better on average.

Estimation of query and cluster influence in nowcasts

For the linear methods (GFT and Elastic Net), we apply the following approach to distill the influence of single queries in a
prediction:

• A query qi is removed from the feature space.

• Nowcasts for ILI are computed (excluding qi).

• The absolute relative difference (%) between the nowcasts with and without qi is measured.

• By normalizing this percentage across all queries (so that for each query-nowcast pair it is from 0 to 1), and then averaging
(per query) for a period of N weeks, we extract the average influence of that query in the nowcasts during these N weeks.

It is hard to investigate single query influence in the GP model. However, taking advantage of the additive decomposition of
the kernels (each applied on a different cluster), we can measure the influence of each cluster. In the GP model, a nowcast is

3/11

Autoregression: Combine CDC ILI rates from the 
previous week(s) with the ILI rate estimate from search 
queries for the current week 
 Various week lags explored (1, 2,…, 6 weeks)
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1-week lag for the CDC data 
AR(CDC)          r = .97, MAE = 1.87·10-3, MAPE = 8.2% 
AR(CDC,GP)    r = .99, MAE = 1.05·10-3, MAPE = 5.7% 
— 
2-week lag for the CDC data 
AR(CDC)        r = .87, MAE = 3.36·10-3, MAPE = 14.3% 
AR(CDC,GP)  r = .99, MAE = 1.35·10-3, MAPE =   7.3% 
—  
GP                  r = .95, MAE = 2.21·10-3, MAPE = 10.8%



GFT v.2 — Non-optimal feature selection  

Queries irrelevant to flu are still maintained, e.g. “nba 
injury report” or “muscle building supplements” 

Feature selection is primarily based on correlation, then 
on a linear relationship 

Introduce a semantic feature selection 
— enhance causal connections (implicitly) 
— circumvent the painful training of a classifier



GFT v.3 — Word embeddings  

Word embeddings are vectors of a certain dimensionality 
(usually from 50 to 1024) that represent words in a corpus 

Derive these vectors by predicting contextual word 
occurrence in large corpora (word2vec) using a shallow 
neural network approach:  
— Continuous Bag-Of-Words (CBOW): Predict centre 
word from surrounding ones 
— skip-gram: Predict surrounding words from centre one 

Other methods available: GloVe, fastText



GFT v.3 — Word embedding data sets  
Use tweets geolocated in the UK to learn word embeddings 
that may capture 
— informal language used in searches 
— British English language / expressions  
— cultural biases 

(a) 215 million tweets (February 2014 to March 2016), CBOW, 
512 dimensions, 137,421 words covered 
https://doi.org/10.6084/m9.figshare.4052331.v1  

(b)1.1 billion tweets (2012 to 2016), skip-gram, 512 
dimensions, 470,194 words covered  
https://doi.org/10.6084/m9.figshare.5791650.v1 

https://doi.org/10.6084/m9.figshare.4052331.v1
https://doi.org/10.6084/m9.figshare.5791650.v1
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GFT v.3 — Analogies in Twitter embd.  
The … for … not the … is … ?
woman king man ?

him she he ?
better bad good ?

England Rome London ?
Messi basketball football ?

Guardian Conservatives Labour ?
Trump Europe USA ?

rsv fever skin ?



GFT v.3 — Analogies in Twitter embd.  
The … for … not the … is … ?
woman king man queen

him she he ?
better bad good ?

England Rome London ?
Messi basketball football ?

Guardian Conservatives Labour ?
Trump Europe USA ?

rsv fever skin ?



The … for … not the … is … ?
woman king man queen

him she he her
better bad good ?

England Rome London ?
Messi basketball football ?

Guardian Conservatives Labour ?
Trump Europe USA ?

rsv fever skin ?

GFT v.3 — Analogies in Twitter embd.  



The … for … not the … is … ?
woman king man queen

him she he her
better bad good worse

England Rome London Italy
Messi basketball football Lebron

Guardian Conservatives Labour Telegraph
Trump Europe USA Farage

rsv fever skin flu

GFT v.3 — Analogies in Twitter embd.  



GFT v.3 — Better query selection  (1/3)  
1. Query embedding = Average token embedding 

2. Derive a concept by specifying a positive (P) and a 
negative (N) context (sets of n-grams) 

3. Rank all queries using their similarity score with this 
concept



GFT v.3 — Better query selection  (1/3)  
1. Query embedding = Average token embedding 

2. Derive a concept by specifying a positive (P) and a 
negative (N) context (sets of n-grams) 

3. Rank all queries using their similarity score with this 
concept

Table 1: A set of concepts (C) with their defining positive and negative context n-grams, as well as the top
most similar search queries (obtained by applying the similarity function defined in Eq. 7). Concepts C1 to C6

are based on Twitter content, whereas C7 is based on Wikipedia articles. Reformulations of a search query
with the inclusion of stop words or a different term ordering are not shown.

ID Concept Positive context Negative context Most similar search queries

C1 flu infection
#flu, fever, flu, flu

medicine, gp,
hospital

bieber, ebola,
wikipedia

cold flu medicine, flu aches, cold and flu, cold flu symptoms, colds
and flu, flu jab cold, tylenol cold and sinus, flu medicine, cold sore
medication, cold sore medicine, flu, home remedy for sinus infection,
home remedies for sinus infection, cold flu remedies

C2 flu infection
flu, flu fever, flu
symptoms, flu
treatment

ebola, reflux

flu, flu duration, flu mist, flu shots, cold and flu, how to treat the
flu, flu near you, 1918 flu, colds and flu, sainsburys flu jab, flu
symptoms, cold vs flu symptoms, cold vs flu, cold flu symptoms,
flu jab, avian flu, bird flu, flu jabs, flu jab cold, influenza flu

C3 flu infection
flu, flu gp, flu
hospital, flu
medicine

ebola, wikipedia

flu aches, flu, colds and flu, cold and flu, cold flu medicine, flu jab
cold, flu jabs, flu stomach cramps, flu medicine, sainsburys flu jab,
flu stomach pain, cold flu symptoms, baby cold sore, gastric flu,
cold sore medication, stomach flu, flu jab, flu mist

C4 infectious disease
cholera, ebola, flu,
hiv, norovirus, zika

diabetes

cholera, cholera outbreak, norovirus outbreak, ebola outbreak,
norovirus, virus outbreak, ebola virus, ebola, swine flu outbreak,
flu outbreak, haiti cholera, outbreak, swine flu virus, measles out-
break, flu virus, virus, measles virus, influenza a virus

C5 health
doctors, health,
healthcare, nhs

cinema, football

vaccinations nhs, nhs dental, nhs sexual health, nhs nurses, nhs
doctors, nhs appendicitis, nhs pneumonia, physiotherapy nhs, nhs
prescriptions, nhs physiotherapist, nhs prescription, ibs nhs, health
diagnosis, nhs diagnose, nhs medicines, nhs vaccination, mrsa nhs

C6
gastrointestinal

disease

diarrhoea, food
poisoning, hospital,
salmonella, vomit

ebola, flu

tummy ache, nausea, feeling nausea, nausea and vomiting, bloated
tummy, dull stomach ache, heartburn, feeling bloated, aches, belly
ache, stomach ache, feeling sleepy, spasms, stomach aches, stomach
ache after eating, ache, feeling nauseous, headache and nausea

C7
flu infection
(Wikipedia)

fever, flu, flu
medicine, gp,

hospital

bieber, ebola,
wikipedia

flu epidemic, flu, dispensary, hospital, sanatorium, fever, flu out-
break, epidemic, flu medicine, doctors hospital, flu treatment, in-
fluenza flu, flu pandemic, gp surgery, clinic, flu vaccine, flu shot,
infirmary, hospice, tuberculosis, physician, flu vaccination

As explained in Section 2, we have used word2vec [44]
to obtain 512-dimensional embeddings for a set of approx-
imately 137K Twitter tokens. Search queries are projected
into the same space by using these embeddings. The un-
derlying assumption is that the informal, direct, and dense
language observed in tweets can capture similar character-
istics present in search queries.
We consider a search query Q as a set of t textual to-

kens, {ξ1, . . . , ξt}, where standard English stop words are
ignored.8 The embedding of Q, eQ, is estimated by averag-
ing across the embeddings of its tokens, that is

eQ =
1
t

t∑

i=1

eξi , (6)

where eξi denotes the Twitter-based embedding of a search
query token ξi. Using word embeddings we also form themes
of interest, and we refer to them as concepts. A concept
C(P,N ) consists of a set P of related or positive n-grams,
{P1, . . . , Pk}, and a set N of non related or negative ones,
{N1, . . . , Nz}. P and N are also referred to as positive and
negative context, respectively. For context n-grams with
n ≥ 2, we retrieve the average embedding across the n 1-
grams (in our experiments, we have restricted n ≤ 2). We
then compute a similarity score, S (Q, C), between query
embeddings and the formulated concept, using the following

8We use a standard English language stop word list as de-
fined in the NLTK software library (nltk.org).

similarity function:

S (Q, C) =
∑k

i=1 cos (eQ, ePi)∑z
j=1 cos

(
eQ, eNj

)
+ γ

. (7)

The numerator and denominator of Eq. 7 are sums of co-
sine similarities between the embedding of the search query
and each positive or negative concept term respectively. All
cosine similarities (θ) are transformed to the interval [0, 1]
through (θ + 1)/2 to avoid negative sub-scores, a γ = 0.001
is added to the denominator to prevent division with zero,
and we always set k > z so that the positive similarity part
is more dominant than the negative. Eq. 7 combines the
notion of the additive similarity with the multiplicative one
as it chooses to divide instead of subtracting with the neg-
ative context [40, 41]. However, we note that the extension
applied here has not received a dedicated evaluation in the
literature, something hard given its unconstrained nature,
i.e. the use of multiple positive and negative context terms.
Table 1 lists the concepts we formed and experimented

with in our empirical analysis together with the most sim-
ilar (according to Eq. 7) search queries. We provide more
insight in Section 4. After deriving a concept similarity score
(S) for each search query, we begin filtering out queries that
are below the mean score (µS), and refine this further using
standard deviation steps (σS). Essentially, this creates an
unsupervised query topic classifier, where the only driver is
a few contextual keywords that may need to be manually

698



GFT v.3 — Better query selection  (1/3)  
1. Query embedding = Average token embedding 

2. Derive a concept by specifying a positive (P) and a 
negative (N) context (sets of n-grams) 

3. Rank all queries using their similarity score with this 
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most similar search queries (obtained by applying the similarity function defined in Eq. 7). Concepts C1 to C6

are based on Twitter content, whereas C7 is based on Wikipedia articles. Reformulations of a search query
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medicine, gp,
hospital

bieber, ebola,
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medication, cold sore medicine, flu, home remedy for sinus infection,
home remedies for sinus infection, cold flu remedies
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flu jab, avian flu, bird flu, flu jabs, flu jab cold, influenza flu
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flu, flu gp, flu
hospital, flu
medicine

ebola, wikipedia

flu aches, flu, colds and flu, cold and flu, cold flu medicine, flu jab
cold, flu jabs, flu stomach cramps, flu medicine, sainsburys flu jab,
flu stomach pain, cold flu symptoms, baby cold sore, gastric flu,
cold sore medication, stomach flu, flu jab, flu mist

C4 infectious disease
cholera, ebola, flu,
hiv, norovirus, zika

diabetes

cholera, cholera outbreak, norovirus outbreak, ebola outbreak,
norovirus, virus outbreak, ebola virus, ebola, swine flu outbreak,
flu outbreak, haiti cholera, outbreak, swine flu virus, measles out-
break, flu virus, virus, measles virus, influenza a virus

C5 health
doctors, health,
healthcare, nhs

cinema, football

vaccinations nhs, nhs dental, nhs sexual health, nhs nurses, nhs
doctors, nhs appendicitis, nhs pneumonia, physiotherapy nhs, nhs
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diagnosis, nhs diagnose, nhs medicines, nhs vaccination, mrsa nhs
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tummy ache, nausea, feeling nausea, nausea and vomiting, bloated
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ache, stomach ache, feeling sleepy, spasms, stomach aches, stomach
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infirmary, hospice, tuberculosis, physician, flu vaccination

As explained in Section 2, we have used word2vec [44]
to obtain 512-dimensional embeddings for a set of approx-
imately 137K Twitter tokens. Search queries are projected
into the same space by using these embeddings. The un-
derlying assumption is that the informal, direct, and dense
language observed in tweets can capture similar character-
istics present in search queries.
We consider a search query Q as a set of t textual to-

kens, {ξ1, . . . , ξt}, where standard English stop words are
ignored.8 The embedding of Q, eQ, is estimated by averag-
ing across the embeddings of its tokens, that is

eQ =
1
t

t∑

i=1

eξi , (6)

where eξi denotes the Twitter-based embedding of a search
query token ξi. Using word embeddings we also form themes
of interest, and we refer to them as concepts. A concept
C(P,N ) consists of a set P of related or positive n-grams,
{P1, . . . , Pk}, and a set N of non related or negative ones,
{N1, . . . , Nz}. P and N are also referred to as positive and
negative context, respectively. For context n-grams with
n ≥ 2, we retrieve the average embedding across the n 1-
grams (in our experiments, we have restricted n ≤ 2). We
then compute a similarity score, S (Q, C), between query
embeddings and the formulated concept, using the following

8We use a standard English language stop word list as de-
fined in the NLTK software library (nltk.org).
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j=1 cos
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The numerator and denominator of Eq. 7 are sums of co-
sine similarities between the embedding of the search query
and each positive or negative concept term respectively. All
cosine similarities (θ) are transformed to the interval [0, 1]
through (θ + 1)/2 to avoid negative sub-scores, a γ = 0.001
is added to the denominator to prevent division with zero,
and we always set k > z so that the positive similarity part
is more dominant than the negative. Eq. 7 combines the
notion of the additive similarity with the multiplicative one
as it chooses to divide instead of subtracting with the neg-
ative context [40, 41]. However, we note that the extension
applied here has not received a dedicated evaluation in the
literature, something hard given its unconstrained nature,
i.e. the use of multiple positive and negative context terms.
Table 1 lists the concepts we formed and experimented

with in our empirical analysis together with the most sim-
ilar (according to Eq. 7) search queries. We provide more
insight in Section 4. After deriving a concept similarity score
(S) for each search query, we begin filtering out queries that
are below the mean score (µS), and refine this further using
standard deviation steps (σS). Essentially, this creates an
unsupervised query topic classifier, where the only driver is
a few contextual keywords that may need to be manually

698

query embedding

embedding of a negative 
concept n-gram

constant to avoid  
division by 0



GFT v.3 — Better query selection  (2/3)  

Positive context Negative context Most similar queries

#flu 
fever 
flu 

flu medicine 
gp 

hospital

bieber  
ebola 

wikipedia

cold flu medicine 
flu aches 

cold and flu 
cold flu symptoms 

colds and flu

flu 
flu gp 

flu hospital 
flu medicine

ebola 
wikipedia

flu aches 
flu 

colds and flu 
cold and flu 

cold flu medicine



GFT v.3 — Better query selection  (3/3)  
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Figure 2: Histogram presenting the distribution of
the search query similarity scores (S; see Eq. 7) with
the flu infection concept C1.

decided, perhaps with the assistance of an expert. As de-
scribed in the following sections, the optimal performance is
obtained when a broad version of this similarity based filter
is combined with more traditional feature selection methods.

4. EXPERIMENTS
We first assess the predictive capacity of the word em-

bedding based feature selection method in inferring ILI
rates in England, using Elastic Net. We then present strong
performance baselines obtained by selecting the input fea-
tures to Elastic Net based on their bivariate Pearson corre-
lation with the target variable. We use the term correla-
tion based feature selection to refer to this combination
of bivariate linear correlation and Elastic Net regression.
Finally, we propose a hybrid combination of the above
approaches, showcasing significant performance gains. The
selected features from the various investigated feature se-
lection approaches are also tested under the GP regressor
described in Section 3.

We evaluate performance based on three metrics: Pearson
correlation (ry),

9 Mean Absolute Error (MAE), and Mean
Absolute Percentage of Error (MAPE) between the inferred
and target variables. We assess predictive performance on
three flu seasons (2012/13, 2013/14, 2014/15; test periods
A, B, and C respectively), each one being a year-long period
(see Fig. 1). We train on past data (all weeks prior to a flu
season), emulating a realistic evaluation setup. To train an
Elastic Net model, we set a = 0.5,10 and decide the value
of λ automatically by validating it on a held-out stratified
subset (≈ 7%) of the training set.

4.1 Feature selection using word embeddings
The first row of Table 1 describes concept C1, which we

refer to as flu infection, that was chosen as the main concept
for our experimental evaluation. The rational behind C1 is
straightforward: the search queries that are relevant to our
task should be about the topic of flu, with a certain focus on
content that is indicative of infection. Hence, the positive

9We use ry to denote a correlation with the target variable
y and to disambiguate between other uses of r.

10This results into a 1:2 balance between the regularisation
factors of the L2-norm and L1-norm of w, respectively.

Table 2: Linear regression (Elastic Net) perfor-
mance estimates for the word embedding based fea-
ture selection. NA (last row) denotes that no word
embedding based feature selection has been applied.

SSS >>> µSµSµS |Q||Q||Q| rrrtrain |Q|Q|Qen||| ryryry MAE MAPE

+0 14,798 −.036 246 .742 6.791 138.69
+σS 5,160 .106 91 .897 3.807 101.74
+2σS 1,047 .599 233 .887 3.182 65.35
+2.5σS 303 .752 33 .867 3 .006 61 .05
+3σS 69 .735 56 .784 4.043 77.51
+3.5σS 7 .672 6 .721 6.271 110.80

NA 35,572 .018 174 .800 4.442 112.01

context is formed by strongly topical keywords, such as flu,
the Twitter hashtag #flu or the 2-gram flu medicine, as well
as more general ones, such as a major symptom (fever) and
the need for medical attention (gp11 and hospital). Likewise,
the negative context tries to disambiguate from other infec-
tious diseases (ebola), spurious contextual meanings (bieber
as in ‘Bieber fever’) and the general tendency of informa-
tion seeking (wikipedia). The most similar search queries to
C1 are indeed about ILI, and relevant symptoms or medi-
cation (e.g. cold flu medicine, flu aches and so on). Alter-
native concept formulations and their potential impact are
explored in Section 4.3.

Figure 2 shows the unimodal distribution of the similar-
ity scores (Eq. 7) between C1 and the embeddings of all
search queries in our data set. We use the mean similarity
score, µS = 2.165, and products of the standard deviation,
σS = 0.191, to define increasingly similar subsets of search
queries. We evaluate the predictive performance of each sub-
set using Elastic Net; the results are presented in Table 2.
The last row of the table shows the performance of Elastic
Net when all search queries are candidate features, i.e. when
embedding based feature selection is omitted. Columns |Q|
and |Qen| denote the average number of candidate and se-
lected (by receiving a nonzero weight) search queries in the
three test periods. We use rtrain to denote the average aggre-
gate12 correlation of the data with the ground truth in the
training set prior to performing regression. This indicator
can be used as an informal metric for the goodness of the un-
supervised, word embedding based feature selection. As the
feature selection becomes more narrow, i.e. for higher simi-
larity scores, we observe strongly positive correlations which
illustrate that the formulated concept succeeds in capturing
the target variable.

After applying Elastic Net, the best performing subset
includes queries with similarity scores greater than 2.5 stan-
dard deviations from the mean. The relative performance
improvement as opposed to using all search queries as can-
didate features in Elastic Net (last row of Table 2) is equal
to 32.33% (in terms of MAE), a statistically significant dif-
ference according to a t-test (p = .0028). This indicates
that selecting features via a semantically informed manner
is better than solely relying on a näıve statistical approach.

11gp, in this context, is an abbreviation for General Practi-
tioner.

12Represents the mean frequency of all search queries.

699

Given that the distribution of concept similarity scores  
appears to be unimodal, we standard deviations from 
the mean (μS+θσS) to determine the selected queries
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Embedding based feature selection is an unsupervised 
technique, thus non optimal 
If we combine it with the previous ways for selecting 
features, will we obtain better inference accuracy? 

We test 7 feature selection approaches: 
similarity → elastic net (1) 
correlation → elactic net (2) → GP (3) 
similarity → correlation → elastic net (4) → GP (5) 
similarity → correlation → GP (6) 
correlation → GP (7)



unigrams.6 Note that we have not optimised word2vec’s
settings for our task, but the above parametrisation falls
within previously reported configurations [1, 51].

To capture and compare with more formal linguistic prop-
erties, we also used word embeddings trained on a Wikipedia
corpus. The latter were obtained from the work of Levy and
Goldberg [39] and have a dimensionality of 300.

3. METHODS
We first give an overview of the linear and nonlinear meth-

ods that we use for performing text regression. Then, we
describe our approach in utilising word embeddings to cre-
ate concepts that ultimately refine feature selection and ILI
rate inference performance.

3.1 Linear and nonlinear text regression
In regression, we learn a function f that maps an input

space X ∈ Rn×m (where n and m respectively denote the
number of samples and the dimensionality) to a target vari-
able y ∈ Rn. As described in the previous section, our
input space X represents the frequency of m search queries
during n (weekly) time intervals. In text regression, we usu-
ally operate on a high-dimensional, relatively sparse, textual
feature space and a considerably smaller number of samples
(m ≫ n). To avoid overfitting and improve generalisation, a
standard approach is to introduce a degree of regularisation
during the optimisation of f [23].

In our experiments, we use Elastic Net as our linear re-
gressor [63]. Elastic Net has been broadly applied in many
research areas, including NLP [27, 36]. It can be seen as a
generalisation of the L1-norm regularisation, known as the
lasso [57], because it also applies an L2-norm, or ridge [25],
regulariser on the inferred weight vector. The combination
of the two regularisers encourages sparse solutions, thereby
performing feature selection, and, at the same time, ad-
dresses model consistency problems that arise when collinear
predictors exist in the input space [61]. Elastic Net is defined
as:

argmin
w∗

(
∥X∗w∗ − y∥22 +

(1− a)λ
2

∥w∥22 + aλ∥w∥1
)

, (1)

where w∗ = [w w0 ]
T, X∗ = [X 1] to incorporate the model’s

intercept, and a, λ control the level of regularisation.
For completeness, we also experiment with a nonlinear re-

gression method formed by a composite Gaussian Process
(GP). Numerous applications have provided empirical evi-
dence for the predictive strength of GPs in Machine Trans-
lation tasks, as well as in text and multi-modal regression
problems [4, 12, 13, 31, 35, 52]. One caveat is that GPs
are not very efficient when operating in high dimensional
spaces [9]. Thus, while we perform modelling with a non-
linear regressor, we rely on a pre-selected subset of features.
As explained in the next paragraphs, these features are ei-
ther selected based solely on a statistical analysis or using
the hybrid selection approach introduced in this paper (see
Section 3.2).

GPs are defined as random variables any finite number of
which have a multivariate Gaussian distribution [54]. GP
methods aim to learn a function f :Rm → R drawn from a

6The UK Twitter word embeddings can be obtained from
dx.doi.org/10.6084/m9.figshare.4052331.v1

GP prior. They are specified through a mean and a covari-
ance (or kernel) function, i.e.

f(x) ∼ GP(µ(x), k(x,x′)) , (2)

where x and x′ (both ∈ Rm) denote rows of the input ma-
trix X. By setting µ(x) = 0, a common practice in GP
modelling, we focus only on the kernel function. We use the
Matérn covariance function [42] to handle abrupt changes
in the predictors given that the experiments are based on a
sample of the original Google search data. It is defined as

k(ν)
M (x,x′) = σ2 2

1 − ν

Γ(ν)

(√
2ν
ℓ

r

)ν

Kν

(√
2ν
ℓ

r

)
, (3)

where Kν is a modified Bessel function, ν is a positive con-
stant,7 ℓ is the lengthscale parameter, σ2 a scaling factor
(variance), and r = x−x′. We also use a Squared Exponen-
tial (SE) covariance to capture more smooth trends in the
data, defined by

kSE(x,x
′) = σ2 exp

(
− r2

2ℓ2

)
. (4)

We have chosen to combine these kernels through a summa-
tion. Note that the summation of GP kernels results in a
new valid GP kernel [54]. An additive kernel allows mod-
elling with a sum of independent functions, where each one
can potentially account for a different type of structure in
the data [18]. We are using two Matérn functions (ν = 3/2)
in an attempt to model long as well as medium (or short)
term irregularities, an SE kernel, and white noise. Thus, the
final kernel is given by

k(x,x′) =
2∑

i=1

(
k(ν=3/2)
M (x,x′;σi, ℓi)

)

+ kSE(x,x
′;σ3 , ℓ3 ) + σ2

4 δ(x,x
′) ,

(5)

where δ is a Kronecker delta function. Parameters (7 in
total) are optimised using the Laplace approximation (under
a Gaussian likelihood), as detailed in related literature [4,
35, 54].

The choice of this kernel structure was not arbitrary, but
based on some initial experimentation as the combination
that provided a better fit to the training data according
to the negative log-marginal likelihood metric. More ad-
vanced kernels, operating on structured subsets of the fea-
ture space (e.g. as in the work by Lampos et al. [35]),
may have obtained better performance estimates. However,
their application would not have been helpful in the compar-
ative assessment of the feature selection operation as meta-
structures (e.g. query clusters) may vary for different se-
lected feature sets.

3.2 Concept formulation and feature selection
using word embeddings

Neural word embeddings have been used as an input in
various models and tasks in the recent years [5, 21, 26].
Here we are formulating a method based on word embedding
similarities to encourage a more topical selection of features.
This approach is unsupervised, overcoming the burden of
obtaining labels for training a topic classifier.

7When ν → ∞ , we obtain the SE covariance function.
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input space X represents the frequency of m search queries
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(m ≫ n). To avoid overfitting and improve generalisation, a
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In our experiments, we use Elastic Net as our linear re-
gressor [63]. Elastic Net has been broadly applied in many
research areas, including NLP [27, 36]. It can be seen as a
generalisation of the L1-norm regularisation, known as the
lasso [57], because it also applies an L2-norm, or ridge [25],
regulariser on the inferred weight vector. The combination
of the two regularisers encourages sparse solutions, thereby
performing feature selection, and, at the same time, ad-
dresses model consistency problems that arise when collinear
predictors exist in the input space [61]. Elastic Net is defined
as:
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where w∗ = [w w0 ]
T, X∗ = [X 1] to incorporate the model’s

intercept, and a, λ control the level of regularisation.
For completeness, we also experiment with a nonlinear re-

gression method formed by a composite Gaussian Process
(GP). Numerous applications have provided empirical evi-
dence for the predictive strength of GPs in Machine Trans-
lation tasks, as well as in text and multi-modal regression
problems [4, 12, 13, 31, 35, 52]. One caveat is that GPs
are not very efficient when operating in high dimensional
spaces [9]. Thus, while we perform modelling with a non-
linear regressor, we rely on a pre-selected subset of features.
As explained in the next paragraphs, these features are ei-
ther selected based solely on a statistical analysis or using
the hybrid selection approach introduced in this paper (see
Section 3.2).

GPs are defined as random variables any finite number of
which have a multivariate Gaussian distribution [54]. GP
methods aim to learn a function f :Rm → R drawn from a
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GP prior. They are specified through a mean and a covari-
ance (or kernel) function, i.e.

f(x) ∼ GP(µ(x), k(x,x′)) , (2)

where x and x′ (both ∈ Rm) denote rows of the input ma-
trix X. By setting µ(x) = 0, a common practice in GP
modelling, we focus only on the kernel function. We use the
Matérn covariance function [42] to handle abrupt changes
in the predictors given that the experiments are based on a
sample of the original Google search data. It is defined as
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data, defined by
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We have chosen to combine these kernels through a summa-
tion. Note that the summation of GP kernels results in a
new valid GP kernel [54]. An additive kernel allows mod-
elling with a sum of independent functions, where each one
can potentially account for a different type of structure in
the data [18]. We are using two Matérn functions (ν = 3/2)
in an attempt to model long as well as medium (or short)
term irregularities, an SE kernel, and white noise. Thus, the
final kernel is given by
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where δ is a Kronecker delta function. Parameters (7 in
total) are optimised using the Laplace approximation (under
a Gaussian likelihood), as detailed in related literature [4,
35, 54].

The choice of this kernel structure was not arbitrary, but
based on some initial experimentation as the combination
that provided a better fit to the training data according
to the negative log-marginal likelihood metric. More ad-
vanced kernels, operating on structured subsets of the fea-
ture space (e.g. as in the work by Lampos et al. [35]),
may have obtained better performance estimates. However,
their application would not have been helpful in the compar-
ative assessment of the feature selection operation as meta-
structures (e.g. query clusters) may vary for different se-
lected feature sets.

3.2 Concept formulation and feature selection
using word embeddings

Neural word embeddings have been used as an input in
various models and tasks in the recent years [5, 21, 26].
Here we are formulating a method based on word embedding
similarities to encourage a more topical selection of features.
This approach is unsupervised, overcoming the burden of
obtaining labels for training a topic classifier.
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number of samples and the dimensionality) to a target vari-
able y ∈ Rn. As described in the previous section, our
input space X represents the frequency of m search queries
during n (weekly) time intervals. In text regression, we usu-
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(m ≫ n). To avoid overfitting and improve generalisation, a
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lasso [57], because it also applies an L2-norm, or ridge [25],
regulariser on the inferred weight vector. The combination
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performing feature selection, and, at the same time, ad-
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predictors exist in the input space [61]. Elastic Net is defined
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intercept, and a, λ control the level of regularisation.
For completeness, we also experiment with a nonlinear re-

gression method formed by a composite Gaussian Process
(GP). Numerous applications have provided empirical evi-
dence for the predictive strength of GPs in Machine Trans-
lation tasks, as well as in text and multi-modal regression
problems [4, 12, 13, 31, 35, 52]. One caveat is that GPs
are not very efficient when operating in high dimensional
spaces [9]. Thus, while we perform modelling with a non-
linear regressor, we rely on a pre-selected subset of features.
As explained in the next paragraphs, these features are ei-
ther selected based solely on a statistical analysis or using
the hybrid selection approach introduced in this paper (see
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tion. Note that the summation of GP kernels results in a
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elling with a sum of independent functions, where each one
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a Gaussian likelihood), as detailed in related literature [4,
35, 54].
The choice of this kernel structure was not arbitrary, but
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may have obtained better performance estimates. However,
their application would not have been helpful in the compar-
ative assessment of the feature selection operation as meta-
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3.2 Concept formulation and feature selection
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Neural word embeddings have been used as an input in
various models and tasks in the recent years [5, 21, 26].
Here we are formulating a method based on word embedding
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GFT v.3 — Data & evaluation 
weekly frequency of 35,572 search queries (UK) 

from 1/1/2007 to 9/08/2015 (449 weeks) 

access to a private Google Health Trends API for health-
oriented research 

corresponding ILI rates for England (Royal College of 
General Practitioners and Public Health England) 

test on the last 3 flu seasons in the data (2012-2015) 

train on increasing data sets starting from 2007, 
using all data prior to a test period
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Figure 3: Comparative plot of the optimal models for the correlation based and hybrid feature selection under
Elastic Net for the estimation of ILI rates in England (RCGP/PHE ILI rates denote the ground truth).

Table 4 shows a few characteristic examples of potentially
misleading queries that are filtered by the hybrid feature se-
lection approach, while previously have received a nonzero
regression weight. Evidently, there exist several queries ir-
relevant to the target theme, referring to specific individu-
als and related activities, different health problems or sea-
sonal topics. The regression weight that these queries re-
ceive tends to constitute a significant proportion of the high-
est weight, in the positive or the negative space. Whereas
some filtered queries are indeed about flu, at the same time,
they are more likely seeking for information about the dis-
ease (e.g. ‘flu season’) or relevant vaccination programmes,
which usually take place well before the flu season emerges.
Hence, from a qualitative perspective, we can deduce that
the proposed feature selection is contributing towards a more
semantically reliable model, where some of the spurious pre-
dictors are being omitted.
Figure 3 compares the best-performing models, under Elas-

tic Net, for the two approaches of performing feature selec-
tion (r>.40 vs. r>.30 ∩ S>µS+σS). It is evident that the
correlation based approach makes some odd inferences at
certain points in time, whereas the hybrid one seems to ac-
commodate more stable estimates. For example, a confusing
query about a celebrity is responsible for the over-prediction
on the third week of the 2012/13 flu season, with an esti-
mated 47.52% impact on that particular inference. This
query is discarded by the hybrid feature selection model as
it is irrelevant to the concept of flu.
To evaluate the proposed feature selection approach with

the nonlinear GP regression model, we focus on the linear
regression setups (correlation based or hybrid feature selec-
tion), where the dimensionality is tractable (< 300), and a
reasonable performance has been obtained. We also sepa-
rately test the features that have received a nonzero weight
after applying Elastic Net. The results are enumerated in
Table 5 and point again to the conclusion that the hybrid
feature selection yields the best performance. The best per-
forming GP regression model (r>.30∩ S>µS+σS) amounts
to the statistically significant (via a t-test) improvements
—in terms of MAE— of:

1. 28.7% against the best nonlinear correlation based per-
formance outcome (p = .0091), and

2. 16.6% against the best linear model (p = .026).

Interestingly, when the word embedding based feature selec-
tion is not applied, the nonlinear model can seldom exceed

the performance of the corresponding linear model, provid-
ing an indirect indication for the inappropriateness of the
selected features.
Figure 4 draws a comparison between the inferences of

the best nonlinear and linear models, both of which happen
to use the same feature basis (r>.30 ∩ S>µS+σS). The
GP model provides more smooth estimates and an overall
better balance between stronger and milder flu seasons. It
is also more accurate in inferring the peaking moments of
a flu season as the linear model repeatedly arrives to that
conclusion one or more weeks before the actual occurrence
(as reported in the RCGP/PHE ILI rate reports).

Table 5: Nonlinear regression (GP) performance es-
timates, where S>µS+σS. Check marks indicate the
applied feature selection method(s). Their applica-
tion sequence follows the left to right direction of
the table columns.

r >r >r > ∩S∩S∩S Elastic Net ryryry MAE MAPE

.10
- ! .568 5.344 80.98

! ! .912 2.057 36.17

.20
- ! .814 4.015 63.68

! ! .920 1.892 33.08

.30

- - .857 2.858 54.22

- ! .891 2.686 48.63

! - .942 1 .567 25.81

! ! .928 1.696 30.30

.40

- - .864 2.475 45.76

- ! .895 2.347 40.13

! - .913 2.110 33.65

! ! .934 2.030 33.96

.50

- - .887 2.197 34.17

- ! .921 2.308 35.88

! - .908 2.267 35.48

! ! .926 2.292 36.55

.60

- - .819 2.742 43.66

- ! .851 2.598 44.65

! - .865 2.614 44.36

! ! .831 2.880 52.56

701

Elastic net with and without word embeddings filtering 
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Figure 3: Comparative plot of the optimal models for the correlation based and hybrid feature selection under
Elastic Net for the estimation of ILI rates in England (RCGP/PHE ILI rates denote the ground truth).

Table 4 shows a few characteristic examples of potentially
misleading queries that are filtered by the hybrid feature se-
lection approach, while previously have received a nonzero
regression weight. Evidently, there exist several queries ir-
relevant to the target theme, referring to specific individu-
als and related activities, different health problems or sea-
sonal topics. The regression weight that these queries re-
ceive tends to constitute a significant proportion of the high-
est weight, in the positive or the negative space. Whereas
some filtered queries are indeed about flu, at the same time,
they are more likely seeking for information about the dis-
ease (e.g. ‘flu season’) or relevant vaccination programmes,
which usually take place well before the flu season emerges.
Hence, from a qualitative perspective, we can deduce that
the proposed feature selection is contributing towards a more
semantically reliable model, where some of the spurious pre-
dictors are being omitted.
Figure 3 compares the best-performing models, under Elas-

tic Net, for the two approaches of performing feature selec-
tion (r>.40 vs. r>.30 ∩ S>µS+σS). It is evident that the
correlation based approach makes some odd inferences at
certain points in time, whereas the hybrid one seems to ac-
commodate more stable estimates. For example, a confusing
query about a celebrity is responsible for the over-prediction
on the third week of the 2012/13 flu season, with an esti-
mated 47.52% impact on that particular inference. This
query is discarded by the hybrid feature selection model as
it is irrelevant to the concept of flu.
To evaluate the proposed feature selection approach with

the nonlinear GP regression model, we focus on the linear
regression setups (correlation based or hybrid feature selec-
tion), where the dimensionality is tractable (< 300), and a
reasonable performance has been obtained. We also sepa-
rately test the features that have received a nonzero weight
after applying Elastic Net. The results are enumerated in
Table 5 and point again to the conclusion that the hybrid
feature selection yields the best performance. The best per-
forming GP regression model (r>.30∩ S>µS+σS) amounts
to the statistically significant (via a t-test) improvements
—in terms of MAE— of:

1. 28.7% against the best nonlinear correlation based per-
formance outcome (p = .0091), and

2. 16.6% against the best linear model (p = .026).

Interestingly, when the word embedding based feature selec-
tion is not applied, the nonlinear model can seldom exceed

the performance of the corresponding linear model, provid-
ing an indirect indication for the inappropriateness of the
selected features.
Figure 4 draws a comparison between the inferences of

the best nonlinear and linear models, both of which happen
to use the same feature basis (r>.30 ∩ S>µS+σS). The
GP model provides more smooth estimates and an overall
better balance between stronger and milder flu seasons. It
is also more accurate in inferring the peaking moments of
a flu season as the linear model repeatedly arrives to that
conclusion one or more weeks before the actual occurrence
(as reported in the RCGP/PHE ILI rate reports).

Table 5: Nonlinear regression (GP) performance es-
timates, where S>µS+σS. Check marks indicate the
applied feature selection method(s). Their applica-
tion sequence follows the left to right direction of
the table columns.

r >r >r > ∩S∩S∩S Elastic Net ryryry MAE MAPE

.10
- ! .568 5.344 80.98

! ! .912 2.057 36.17

.20
- ! .814 4.015 63.68

! ! .920 1.892 33.08

.30

- - .857 2.858 54.22

- ! .891 2.686 48.63

! - .942 1 .567 25.81

! ! .928 1.696 30.30

.40

- - .864 2.475 45.76

- ! .895 2.347 40.13

! - .913 2.110 33.65

! ! .934 2.030 33.96

.50

- - .887 2.197 34.17

- ! .921 2.308 35.88

! - .908 2.267 35.48

! ! .926 2.292 36.55

.60

- - .819 2.742 43.66

- ! .851 2.598 44.65

! - .865 2.614 44.36

! ! .831 2.880 52.56
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prof. surname (70.3%), name surname (27.2%),  
heal the world (21.9%), heating oil (21.2%), 
name surname recipes (21%), tlc diet (13.3%),  
blood game (12.3%), swine flu vaccine side effects (7.2%)

ratio over highest weight
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(a) correlation → GP 
(b) correlation → elastic net → GP 
(c) similarity → correlation → elactic net → GP 
(d) similarity → correlation → GP

(a) (b) (c) (d)

25.81%30.30%35.88%34.17%

0.160.17
0.230.22

0.940.930.920.89

r MAE x 0.1 MAPE
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Multi-task learning
m tasks (problems) t1,…,tm 
observations Xt1,yt1,…,Xtm,ytm 

learn models fti: Xti → yti jointly (and not independently) 

Why? 
When tasks are related, multi-task learning is expected to 
perform better than learning each task independently 
Model learning possible even with a few training 
samples



Multi-task learning for disease modelling

m tasks (problems) t1,…,tm 
observations Xt1,yt1,…,Xtm,ytm 

learn models fti: Xti → yti jointly (and not independently) 

Can we improve disease models (flu) from online search: 
when sporadic training data are available? 
across the geographical regions of a country? 
across two different countries? 
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ABSTRACT
We investigate the utility of multi-task learning to disease surveil-
lance using Web search data. Our motivation is two-fold. Firstly,
we assess whether concurrently training models for various ge-
ographies — inside a country or across di�erent countries — can
improve accuracy. We also test the ability of such models to assist
health systems that are producing sporadic disease surveillance
reports that reduce the quantity of available training data. We ex-
plore both linear and nonlinear models, speci�cally a multi-task
expansion of elastic net and a multi-task Gaussian Process, and
compare them to their respective single task formulations. We use
in�uenza-like illness as a case study and conduct experiments on
the United States (US) as well as England, where both health and
Google search data were obtained. Our empirical results indicate
that multi-task learning improves regional as well as national mod-
els for the US. The percentage of improvement on mean absolute
error increases up to 14.8% as the historical training data is reduced
from 5 to 1 year(s), illustrating that accurate models can be obtained,
even by training on relatively short time intervals. Furthermore, in
simulated scenarios, where only a few health reports (training data)
are available, we show that multi-task learning helps to maintain
a stable performance across all the a�ected locations. Finally, we
present results from a cross-country experiment, where data from
the US improves the estimates for England. As the historical train-
ing data for England is reduced, the bene�ts of multi-task learning
increase, reducing mean absolute error by up to 40%.
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Figure 1: The 10 US regions as speci�ed by the Department
of Health & Human Services (HHS).

1 INTRODUCTION
Online user-generated content contains a signi�cant amount of
information about the o�ine behavior or state of users. For the
past decade, user-generated content has been used in a variety
of scienti�c areas, ranging from the social sciences [5, 21, 25] to
psychology [26, 39, 46] and health [14, 22, 29]. Focusing on the
health aspect, user-generated content has the advantage of being a
real-time and inexpensive resource, covering parts of the population
that may not be accessible to established healthcare systems. Thus,
it can facilitate novel approaches that may o�er complementary
insights to traditional disease surveillance schemes.

Existing algorithms for disease surveillance from user-generated
content are predominantly based on supervised learning paradi-
gms [17, 22, 31, 42]. These frameworks propose single task learning
solutions that do not consider the correlations of data across di�er-
ent geographies. They are also not accounting for situations, where
signi�cantly fewer health reports are available for training a model.
In this paper, we investigate the utility of multi-task learning to
exploit these correlations to both improve overall performance and
to compensate for a lack of training data in one or more geographic
locations.

Multi-task learning can train a number of disease models jointly.
Compared to single task learning, it has the potential to improve
the generalization of a model by taking advantage of shared struc-
tures in the data. Previous work has shown that this may result in
signi�cant performance gains [2, 4, 6, 8, 13, 20, 32]. In the context

Can multi-task learning across the 10 US regions help 
us improve the national ILI model?
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Can multi-task learning across the 10 US regions help 
us improve the national ILI model?

Elastic Net MT Elastic Net GP MT GP

0.250.25
0.350.35

0.970.970.960.96

r MAE5 years of training data
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Can multi-task learning across the 10 US regions help 
us improve the national ILI model?

Elastic Net MT Elastic Net GP MT GP

0.44
0.510.46

0.53

0.880.850.870.85

r MAE1 year of training data
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Can multi-task learning across the 10 US regions help 
us improve the regional ILI models?

Elastic Net MT Elastic Net GP MT GP

0.47
0.540.490.53

0.870.840.860.85

r MAE1 year of training data
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Can multi-task learning across the 10 US regions help us 
improve regional models under sporadic health 
reporting? 

Split US regions into two groups, one including the 2 
regions with the highest population (4 and 9 in the map), 
and the other having the remaining 8 regions 

Train and evaluate models for the 8 regions under the 
hypothesis that there might exist sporadic health reports 

Start downsampling the data from the 8 regions using 
burst error sampling (random data blocks removed) with 
rate γ (1 no sampling, 0.1 10% sample)
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Table 3: Performance of single andmulti-task learningmod-
els for estimating ILI rates on US HHS regions belonging to
R-odd under three sampling methods (A, B and C). Train-
ing data inR-odd regions is down-sampled using a sampling
rate (� ).

EN MTEN GP MTGP
� r MAE r MAE r MAE r MAE
1.0 .825 .492 .843 .488⇤ .828 .502 .856 .460

A

0.9 .823 .504 .840 .494⇤ .825 .503 .852 .465
0.8 .806 .512 .839 .498⇤ .817 .505 .850 .465
0.7 .805 .523 .834 .499⇤ .811 .506 .849 .467
0.6 .800 .528 .824 .501⇤ .804 .512 .835 .468
0.5 .798 .541 .823 .502⇤ .804 .513 .835 .469
0.4 .789 .550 .822 .508 .801 .534 .829 .469
0.3 .768 .555 .817 .511 .801 .545 .825 .474
0.2 .758 .567 .803 .520 .789 .564 .824 .476
0.1 .698 .694 .793 .554 .700 .686 .824 .482

B

0.9 .813 .516 .835 .495⇤ .814 .519 .851 .463
0.8 .806 .531 .827 .505⇤ .805 .528 .843 .468
0.7 .793 .549 .823 .511⇤ .792 .540 .834 .475
0.6 .775 .555 .821 .516 .776 .565 .825 .476
0.5 .752 .574 .820 .523 .756 .570 .823 .478
0.4 .702 .598 .818 .534 .751 .594 .819 .485
0.3 .621 .751 .815 .544 .650 .748 .817 .491
0.2 .510 .781 .814 .547 .516 .776 .814 .497
0.1 .425 .942 .806 .583 .433 .930 .809 .503

C

0.9 .817 .524 .836 .497⇤ .818 .525 .848 .466
0.8 .805 .539 .829 .506⇤ .810 .532 .839 .470
0.7 .796 .554 .817 .513 .801 .552 .832 .471
0.6 .784 .576 .814 .528 .788 .569 .825 .473
0.5 .756 .606 .807 .535 .766 .588 .819 .477
0.4 .689 .637 .799 .543 .713 .626 .818 .480
0.3 .621 .739 .794 .557 .632 .711 .804 .492
0.2 .483 .792 .781 .561 .506 .791 .800 .498
0.1 .414 .934 .780 .571 .424 .906 .796 .505

The asterisk (⇤) indicates that a multi-task learning model does not yield a
statistically signi�cant improvement over its single-task formulation.

US HSS regions into two sub-groups, R-odd and R-even consisting
of the odd and even regions respectively (following the numbering
of Fig. 1). For the regions in R-odd, we have increasingly down-
sampled their training data; regions in R-even were not subject to
down-sampling.

Table 3 enumerates the results of this experiment. The numbers
in the table represent the average MAE of all test periods over the
R-odd regions. Generally, the performance of the multi-task learn-
ing models degrades less as down-sampling increases, i.e. there are
less training data. MTGP always o�ers a statistically signi�cant im-
provement over GP, whereas MTEN, in the worst case (for sampling
type A), requires a �  0.4 to achieve this. Type A sampling, which
can be seen as having missing weekly reports in various regions at
random time points, a�ects single task learning models much more
than multi-task learning models. For example, for the EN model,
the MAE increased from .492 for � = 1 (no down-sampling), to .694

1.0 0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0.1
�

0.5

0.6

0.7

0.8

0.9

1.0
M

A
E

EN
MTEN

GP
MTGP

Figure 5: Comparing the performance of EN (dotted), GP
(dashed), MTEN (dash dot) and MTGP (solid) on estimating
the ILI rates for US HHS Regions (except Regions 4 and 9)
for varying burst error sampling (type C) rates (� ).

for � = 0.1, a degradation of 41.1%. In contrast, the MTEN model
degrades by 13.5%. The e�ect is more pronounced for the nonlinear
models, with GP degrading by 36.7% while MTGP degrades by only
4.8%. Note that MTGP’s MAE is equal to .482 when the fewest
data points are used (10% for � = 0.1), which is smaller than EN’s
or GP’s MAEs, when no sampling is taking place (.492 and .502
respectively).

All models degrade worse for B and C sampling methods, which
drop blocks of data points from the training set. However, the
degradation in performance of the multi-task learning models is
much less than for the comparative EN or GP models. For example,
when � = 0.1, MTGP improves GP’s MAE by 45.9% and 44.3%
for B and C sampling types, respectively. Fig. 4 illustrates this
performance di�erence by comparing the ILI estimates from the
GP and MTGP models for US region 9 under burst error sampling,
for � = 0.5 (top) and � = 0.1 (bottom).11 Clearly, for low sampling
rates (� = 0.1) the MTGP model is still able to provide acceptable
performance.

In a subsequent experiment, we performed burst-error sampling
on all but two US regions with the highest population �gures (Re-
gions 4 and 9). The rational behind this setting is that in many occa-
sions health reports are available for central locations in a country

11Region 9 includes the states of California, Nevada and Arizona and one of the largest
in terms of population (⇡ 49.1 million).

Table 4: Performance of single andmulti-task learningmod-
els for estimating ILI rates in England; notational conven-
tions as in Table 1.

EN MTEN GP MTGP
L r MAE r MAE r MAE r MAE
5 .885 .696 .896 .491 .891 .599 .903 .474
4 .873 .734 .887 .504 .880 .664 .894 .491
3 .860 .788 .876 .530 .868 .742 .883 .517
2 .854 .842 .871 .554 .859 .815 .875 .528
1 .836 .999 .857 .603 .846 .977 .860 .586
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Correlations between US regions induced by the covariance 
matrix of the MT GP model 
Multi-task learning model seems to be capturing existing 
geographical relations
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Figure 6: Comparing GP (red) and MTGP (blue) ILI estimates for England under varying training data sizes.

(i.e. two big cities), but are limited anywhere else. Fig. 5 compares
the performance of all regression models under this scenario. It
con�rms that the pattern observed in the previous experiment still
holds, i.e. that the multi-task models are much less a�ected by
down-sampling. We can also see that MAE in single task learning
models increases at an exponential rate as � decreases.

3.4 Multi-Task Learning Across Countries
We expand on the previous results to test whether a stable data
stream for a country could be used to enhance a disease model for a
di�erent, but culturally similar, country. The underlying assumption
here is that countries that share a common language and have
cultural similarities may also share common patterns of user search
behavior.

For this purpose, we use data from the US and England and as-
sume that there are increasingly less historical health reports for
England only, in a similar fashion as in the experiments described in
Section 3.2 (L from 5 to 1 year). For the US data, we always assume
that the training window is based on the past L = 5 years. The
search queries used in both countries are the same, with the follow-
ing exception. Two of the US search queries about medication were
changed to their British equivalent because their search frequencies
in England are low; we changed “tussin” to “robitussin” and “z pak”
to “azithromycin”.

Table 4 shows a similar pattern of results as in the previous
experiments. All multi-task learning models register statistically
signi�cant improvements compared to the single task learning ones.
As the length of the training period is reduced, the improvements
are greater; MTGP reduces MAE by 20.9% and 40.0% for L = 5 and
L = 1 year, respectively. Fig. 6 presents the estimates for the GP and
MTGP models for these extreme cases. Whereas both models seem

to be inferring the trends of the time series correctly, the multi-task
estimates are more close to the actual values of the signal’s peaks.

The results con�rm our original hypothesis that data from one
country could improve a disease model for another country with
similar characteristics. This motivates the development of more
advanced transfer learning schemes [41], capable of operating be-
tween countries with di�erent languages by overcoming language
barrier problems, using variants of machine translation.
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0.64

0.72

0.80

0.88
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Figure 7: A heat map depicting MTGP’s correlation matrix
(Kc) formodeling ILI rates based on all US data (regional and
national).
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Can multi-task learning across countries (US, England) 
help us improve the ILI model for England?

Elastic Net MT Elastic Net GP MT GP

0.47
0.60

0.49

0.70

0.900.890.900.89

r MAE5 years of training data
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Elastic Net MT Elastic Net GP MT GP

0.59

0.98

0.60

1.00
0.860.850.860.84

r MAE1 year of training data



Conclusions
Online (user-generated) data can help us improve our 
current understanding about public health matters 

The original Google Flu Trends was based on a good idea, 
but on very limited modelling effort, resulting to major 
errors 

Subsequent models improved the statistical modelling as 
well as the semantic disambiguation between possible 
features and delivered better / more robust performance 

Multi-task learning improves disease models further 

Future direction: Models without strong supervision



Acknowledgements

Industrial partners 
— Microsoft Research (Elad Yom-Tov) 
— Google

Public health organisations 
— Public Health England 
— Royal College of General Practitioners

Funding: EPSRC (“i-sense”)

Collaborators: Andrew Miller, Bin Zou, Ingemar J. Cox

http://www.yom-tov.info/
https://www.i-sense.org.uk/
http://people.seas.harvard.edu/~acm/
https://sites.google.com/site/victorbinzou/
https://ingemarcox.cs.ucl.ac.uk/


Thank you.

Vasileios Lampos  (a.k.a. Bill) 
       Computer Science 
       University College London 
                                                                                                            

                                                             @lampos

http://www.lampos.net
http://www.lampos.net
http://www.twitter.com/lampos
http://www.twitter.com/lampos


References
Ginsberg et al. Detecting influenza epidemics using search 
engine query data. Nature 457, pp. 1012—1014 (2009). 

Lampos, Miller, Crossan and Stefansen. Advances in 
nowcasting influenza-like illness rates using search query 
logs. Scientific Reports 5, 12760 (2015). 

Lampos, Zou and Cox. Enhancing feature selection using 
word embeddings: The case of flu surveillance. WWW ’17, 
pp. 695–704 (2017). 

Zou, Lampos and Cox. Multi-task learning improves disease 
models from Web search. WWW ’18, In Press (2018).

GFT v.1 

GFT v.2 

GFT v.3 

MTL

https://www.nature.com/articles/nature07634
https://www.nature.com/articles/nature07634
https://www.nature.com/articles/nature07634
https://www.nature.com/articles/srep12760
https://www.nature.com/articles/srep12760
https://www.nature.com/articles/srep12760
https://dl.acm.org/citation.cfm?id=3052622
https://dl.acm.org/citation.cfm?id=3052622
https://dl.acm.org/citation.cfm?id=3052622
https://github.com/binzou-ucl/google-flu-mtl/blob/master/paper-preprint.pdf
https://github.com/binzou-ucl/google-flu-mtl/blob/master/paper-preprint.pdf
https://github.com/binzou-ucl/google-flu-mtl/blob/master/paper-preprint.pdf

