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Preliminaries

» |n these lectures:

— Introduction to topic models
— Introduction to vector semantics

» Useful additional material
— “Speech and language processing” (Jurafsky, Martin), web.stanford.edu/~jurafsky/slp3/
— pLSA (Hofmann), iro.umontreal.ca/~nie/IFT6255/Hofmann-UAI99.pdf
— LDA (Blei, Ng, Jordan), jmlr.org/papers/volume3/blei03a/blei03a.pdf
— word2vec (Mikolov et al.), arxiv.org/abs/1301.3781
— Blei on LDA, youtube.com/watch?v=DDg30Vp9dNA
— Boyd-Graber on topic models, youtube.com/watch?v=yK7nN3FcgUs
— Manning on Word2vec, youtube.com/watch?v=ERibwqs?p38

» Some slides adapted from WSDM 14 tutorial on “Multilingual Probabilistic Topic
Modelling” — liir.cs.kuleuven.be/tutorial/ WSDM2014Tutorial.pdf
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» Informally: groupings (or clusters) of words (terms, n-grams) that are somehow related
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What is a topic model?

» Informally: groupings (or clusters) of words (terms, n-grams) that are somehow related

» Still informally: method for automatically organising, understanding, searching, and
summarising large (digitised) document collections

— uncovers hidden (latent) topical patterns (topics!) in the collection
— can annotate, and then organise or summarise, the documents based on these topics

» As we will see, it is often defined as a probabilistic structure expressing a certain set of
assumptions about how the documents in our collection were generated

» Note: we can also learn topic models (word clusters) using clustering techniques with no
explicit probabilistic structure such as k-means
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Why do need topics?

» Too many documents and we can’t read them all!

» Topic models can automatically categorise large document

collections, so that we can browse through them much
more efficiently

» Topic models can be applied on various corpus collections,
attracting inter-disciplinary interest

e.g. newspapers, books, social media, health reports
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Why do need topics?

Too many documents and we can’t read them all!

Topic models can automatically categorise large document
collections, so that we can browse through them much
more efficiently

Topic models can be applied on various corpus collections,
attracting inter-disciplinary interest
e.g. newspapers, books, social media, health reports

They can improve natural language processing tasks
e.g. machine translation, word sense disambiguation

Topics can improve downstream tasks in text mining

Let’s see a few examples
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» Latent Dirichlet Allocation
(LDA) paper (> 50,000 citations)

» Top words from 4 LDA topics

» How different words from these
topics (apologies for the colour
coding) are identified in the text

» Dominant colours — Budgets &
Arts seem to be the dominant
topics of the paragraph

Blei, Ng & Jordan. JMLR, 2003
jmlr.org/papers/volume3/
blei0O3a/blei03a.pdf

Topics in news articles

“Arts” “Budgets” “Children” “Education”
NEW MILLION CHILDREN SCHOOL

FILM TAX WOMEN STUDENTS
SHOW PROGRAM PEOPLE SCHOOLS
MUSIC BUDGET CHILD EDUCATION
MOVIE BILLION YEARS TEACHERS
PLAY FEDERAL FAMILIES HIGH
MUSICAL YEAR WORK PUBLIC

BEST SPENDING PARENTS TEACHER
ACTOR NEW SAYS BENNETT
FIRST STATE FAMILY MANIGAT
YORK PLAN WELFARE NAMPHY
OPERA MONEY MEN STATE
THEATER PROGRAMS PERCENT PRESIDENT
ACTRESS GOVERNMENT CARE ELEMENTARY
LOVE CONGRESS LIFE HAITI

The William Randolph Hearst Foundation will give $1.25 million to Lincoln Center, Metropoli-
tan Opera Co., New York Philharmonic and Juilliard School. “Our board felt that we had a
real opportunity to make a mark on the future of the performing arts with these grants an act
every bit as important as our traditional areas of support in health, medical research, education
and the social services,” Hearst Foundation President Randolph A. Hearst said Monday in
announcing the grants. Lincoln Center’s share will be $200.000 for its new building, which
will house young artists and provide new public facilities. The Metropolitan Opera Co. and
New York Philharmonic will receive $400.000 each. The Juilliard School, where music and
the performing arts are taught, will get $250,000. The Hearst Foundation, a leading supporter
of the Lincoln Center Consolidated Corporate Fund, will make its usual annual $100.,000

donation, too.
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“Genetics”

human
genome
dna
genetic
genes
sequence
gene
molecular
sequencing
map

iInformation
genetics
mapping
project
sequences

17,000 articles from the journal “Science”

“Evolution”

evolution
evolutionary
species
organisms
Life
origin
biology
groups
phylogenetic
Living
diversity
group
new
two
common

“Disease” “Computers”
disease computer
host models
bacteria iInformation
diseases data
resistance computers
bacterial system
new network
strains systems
control model
iInfectious parallel
malaria methods
parasite networks
parasites software
uniteo New
tuberculosis simulations
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» Different source data, different
topics and language (words)

» more scientific / technical
language

Blei. CACM, 2012
doi.org/10.1145/2133806.2133826
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Schwartz et al. PLOS ONE, 2013
doi.org/10.1371/
journal.pone.0073791
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Predicting judicial decisions

Label Words

Top-5 Violation

Positive State Obligations injury, protection, ordered, damage, civil, caused, failed, 13.50
claim, course, connection, region, effective, quashed,
claimed, suffered, suspended, carry, compensation,
pecuniary, ukraine

Detention conditions prison, detainee, visit, well, regard, cpt, access, food, 11.70
situation, problem, remained, living, support, visited,
establishment, standard, admissibility merit, overcrowding,
contact, good

Treatment by state officials police, officer, treatment, police officer, July, ill, force, 10.20

evidence, ill treatment, arrest, allegation, police station, : :
subjected, arrested, brought, subsequently, allegedly, ten, Aletras, Tsarapatsams’ Preotiuc,

treated, beaten Lampos. Peer) Computer Science, 2016
Top-5 No Violation doi.org/10.7717/peerj-cs.93

Prior Violation of Article 2 june, statement, three, dated, car, area, jurisdiction, —12.40
gendarmerie, perpetrator, scene, June applicant, killing,
prepared, bullet, wall, weapon, kidnapping, dated June,
report dated, stopped

Issues of Proof witness, asked, told, incident, brother, heard, submission, —15.20
arrived, identity, hand, killed, called, involved, started,
entered, find, policeman, returned, father, explained

Sentencing sentence, year, life, circumstance, imprisonment, —17.40
release, set, president, administration, sentenced, term,
constitutional, federal, appealed, twenty, convicted,
continued, regime, subject, responsible
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Latent Semantic Analysis (or Indexing) — LSA

NXD

X

Singular Value Decomposition (SVD; truncated) on the term-document matrix X
representing the frequency of NV terms (or n-grams) in D documents

COMP0084 - Topic models & vector semantics 9



Latent Semantic Analysis (or Indexing) — LSA

NXD

&

N X K X

X W,

Singular Value Decomposition (SVD; truncated) on the term-document matrix X
representing the frequency of NV terms (or n-grams) in D documents

W : each topic’s (K topics) distribution over N terms
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Latent Semantic Analysis (or Indexing) — LSA

KX K

NXD ~ NXK X IIIII X

2k

X W,

Singular Value Decomposition (SVD; truncated) on the term-document matrix X
representing the frequency of NV terms (or n-grams) in D documents

W : each topic’s (K topics) distribution over N terms
2. :diagonal matrix, can be seen as a topic importance / weight
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Latent Semantic Analysis (or Indexing) — LSA

KX K

NXD ~ NXK X IIIII X KXxXD

2k Ck

X W,

Singular Value Decomposition (SVD; truncated) on the term-document matrix X
representing the frequency of NV terms (or n-grams) in D documents

W : each topic’s (K topics) distribution over N terms
2. :diagonal matrix, can be seen as a topic importance / weight
Cy :each document’s (D documents) distribution over K topics

COMP0084 - Topic models & vector semantics 12



Latent Semantic Analysis (or Indexing) — LSA

KX K
i

NxD NxK x [0 KxD
~ X & X

2k Ck

Disadvantages
— SVD has a significant computational cost ~ O (NDKZ)

— No intuition about the origin of the topics (brute force method)
—— probabilistic topic models!

COMP0084 - Topic models & vector semantics 13



Probabilistic LSA — pLSA

Probabilistic topic models try to explain how the
documents in our collection were generated

——> generative story behind the derived topic models

For all i documents |1 to Dl:

— Choose a mixture of K topics ﬂj for document d]
— For each word position i (1 to N) in the document c{]

— Choose a topic z; with probability p(z; | c{]-)
— Choose a term/word w; with probability p(w; | z,)

Q observed
Q latent/hidden

COMP0084 - Topic models & vector semantics 14



Probabilistic LSA — pLSA

Probabilistic topic models try to explain how the
documents in our collection were generated

——> generative story behind the derived topic models

For all j documents (1 to D):
— Select a document d: with probability p(d.)

— For each word position i (1 to N) in the document a{]

— Choose a topic z; with probability p(z; | c{]-)
— Choose a term/word w; with probability p(w; | z,)

Q observed
Q latent/hidden
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Probabilistic LSA — pLSA

Probabilistic topic models try to explain how the
documents in our collection were generated

——> generative story behind the derived topic models

For all j documents (1 to D):
— Select a document d] with probabilityp(a})

@ — Choose a mixture of K topics ﬂj for document d]
(o)

— For each word position i (1 to N) in the document c{]

— Choose a term/word w; with probability p(w; | z;)

Q observed
Q latent/hidden
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Probabilistic LSA — pLSA

Probabilistic topic models try to explain how the
documents in our collection were generated

——> generative story behind the derived topic models

For all j documents (1 to D):
— Select a document d] with probabilityp(a})

— Choose a mixture of K topics ﬂj for document d]

— For each word position i (1 to N) in the document a{]

— Choose a topic z; with probability p(zii | dl-)

Generative story: the topic distribution that

Q observed characterises a document in our collection
Q latent/hidden determines which words should exist in it

=

(S S ) ..
=

S
S
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Q observed
() latent/hidden

Probabilistic LSA — pLSA

Plate notation

w

=) . (S ) o (S e (=
©®© ©®0©-o

For all j documents (1 to D):
— Select a document d] with probabilityp(dj)

— Choose a mixture of K topics 9]- for document a;

— For each word position i (1 to N) in the document d]
— Choose a topic z; with probability p(z; | d)
— Choose a term/word w; with probability p(w:| z;)

COMP0084 - Topic models & vector semantics
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Q observed
() latent/hidden

Probabilistic LSA — pLSA

Plate notation

> W

=) . (S ) o (S e (=
©®© ©®0©-o

For all j documents (1 to D):
— Select a document d] with probabilityp(dj)

— Choose a mixture of K topics Oj for document a;

— For each word position i (1 to N) in the document d]
— Choose a topic z; with probability p(z; | d)
— Choose a term/word w; with probability p(w:| z;)

COMP0084 - Topic models & vector semantics
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Probabilistic LSA — pLSA

Plate notation

Q observed @ i »
(e h—

Q latent/hidden N

S
!/
©©

For all j documents (1 to D):
— Select a document d] with probabilityp(dj)

— Choose a mixture of K topics Oj for document a;

— For each word position i (1 to N) in the document d]
— Choose a topic z; with probability p(z; | d)
— Choose a term/word w; with probability p(w:| z;)

COMP0084 - Topic models & vector semantics 20



Q observed
Q latent/hidden

joint probability
distribution

Probabilistic LSA — pLSA

Plate notation

’

N

D

=1 k=1

p(d, W) = Hp(d)HZp( = k|d) p(w;|z; = k)

For all j documents (1 to D):
— Select a document d] with probabilityp(dj)

— Choose a mixture of K topics 0]- for document a;

— For each word position i (1 to N) in the document af]
— Choose a topic z; with probability p(z; | d)
— Choose a term/word w; with probability p(w:| z;)

COMPO0084 - Topic models & vector semantics
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Probabilistic LSA — pLSA

Plate notation

N

D

Q observed
Q latent/hidden

Assumptions: In a document d] a word w: is generated from a single topic Z; from the K assumed

J1

ones, and given that topic, the word is independent of all of the other words in that document.

K
p(d, w) = p(d) pw;|d) = p(d) Y p(z = k|d) p(w;|z = k)

k=1

Joint probability distribution for d; and w;
(single word in the document)

COMP0084 - Topic models & vector semantics
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Probabilistic LSA — pLSA

Plate notation

@ 4ji Q observed

N () latent/hidden
D

Assumptions: In a document d;, a word w;
ones, and given that topic, the word Is iIndependent of all of the other words in that document.

Is generated from a single topic Z; from the K assumed

p(d, w;) = p(d) p(w;| d;) = p(d) ZP(Z = k|d) p(w;|z = k) Joint probability distribution for d; and w;
k=1 (single word in the document)
p(d, w;) = (d)H Zp(z = k| d;) p(w; |z = k) Joint probability distribution for d; and w;
i=1 k=1 (all words in the document)

COMPO0084 - Topic models & vector semantics 23



Probabilistic LSA — pLSA

Plate notation

@ 4ji Q observed

N () latent/hidden
D

Assumptions: In a document d;, a word w;
ones, and given that topic, the word Is iIndependent of all of the other words in that document.

Is generated from a single topic Z; from the K assumed

p(d, w;) = p(d) p(w;| d;) = p(d) ZP(Z = k|d) p(w;|z = k) Joint probability distribution for d; and w;
k=1 (single word in the document)
p( , W;) = p(d)H Zp(z = k| a’)p( |z = k) Joint probability distribution for d; and w;
i=1 k=1 (all words in the document)
p(d, W) = Hp(d)H ZP( = k| d)]?( ‘ = k) Joint probability distribution
i=1 k=1
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Probabilistic LSA — pLSA

Plate notation

@ 4ji Q observed

N () latent/hidden
D

Assumptions: In a document d;, a word w;
ones, and given that topic, the word Is iIndependent of all of the other words in that document.

Is generated from a single topic Z; from the K assumed

p(d, w;) = p(d) p(w;| d;) = p(d) ZP(Z = k|d) p(w;|z = k) Joint probability distribution for d; and w;
k=1 (single word in the document)
p( , W;) = p(d)H Zp(z = k| d)p( |z = k) Joint probability distribution for d; and w;
i=1 k=1 (all words in the document)
p(d, W) = Hp(d)H ZP( = k| d)]?( ‘ = k) Joint probability distribution
i=1 k=1
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Probabilistic LSA — pLSA

Plate notation The number of words may not be
. the same for all the documents! y

@ Lji % Q observed
N;

Q latent/hidden

Assumptions: In a document d;, a word w;
ones, and given that topic, the word Is iIndependent of all of the other words in that document.

Is generated from a single topic Z; from the K assumed

P( a W) = P(d°) p(w;| d°) = P(d-) ZP(Z = k| dj) pw;|z = k) Joint probability distribution for d] and w;
=1 (single word in the document)
W) = P(d)ﬁ ZP(Z = k| d)P( i1z = k) Joint probability distribution for a; and w;
i=1 k=1 (all words in the document)
p(d. W) = Hp(d)ﬁ D p(g; = kld) p(w;| z; = k) Joint probability distribution
=1 k=1

COMPO0084 - Topic models & vector semantics 26



PLSA — Inference

D N K
p(d, W) = HP(dj)H ZP(ZJ‘;’ = k|d;) p(wj;| z;; = k) N

=1 i=1 k=1

Expectation Maximisation (EM)

» E-step: Compute expected values of the variables, given the current
parametrisation of the model. In the very beginning, start with a random

or uniform parametrisation

» M-step: Then, using the above values, update the model parameters

» Go back to the E-step; repeat until convergence

COMPO0084 - Topic models & vector semantics
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PLSA — Inference

N.
=1 k=1 J

D N,k q ..
p(d, W) = HP(dj)H ZP(Zji = k|d) p(w;;| z;; = k) @
j=1

» Initialise p(z; | dj) and p(w: | z;) to positive quantities

p(z | d) pOw;| )

K

» E-step: Estimate the probability of each topic given the p(z|d,w) =
*_ p(el d) pw;| z2)

words in each document >

COMP0084 - Topic models & vector semantics 28



PLSA — Inference

pAW) = Hp(d)HZp( Hpolg=p | D .
=1 k=1 ]

» Initialise p(z; | dj) and p(w: | z;) to positive quantities

p(z | d) p(w;| z)

» E-step: Estimate the probability of each topic given the p(z | dw) =
o > K
( words in each document 2 Pl d) p(w;| z)
» M-step: Re-estimate p(z, | d;), p(w; | z,) given the revised p(z, | d;, w;)
D N
Y n(d,w) pz | d;, w)) : ' n(d, w) (| d,w)
j=1 i i
p(wllzk)z D N p(Zkla’])= N, IK
2, 2 dow) paldywy) Y nidy w) pal dyw)
Jj=1i=1 i=1 k'=1

COMP0084 - Topic models & vector semantics 29



PLSA — Inference

D N K | .,
p(d, W) = HP(dj)H ZP(Z]‘;’ = k|d) p(w;;| z;; = k) @
j=1

i=1 k=1 al
D
» Initialise p(z; | dj) and p(w: | z;) to positive quantities
» E-step: Estimate the probability of each topic given the p(z | dsw:) = Pz | d) p(w;|5)
( words in each document ! Zf,zl p(z | d) p(w;| z)
(. )
. . . Weighted sums, e.g. n(d;, w,) is th
» M-step: Re-estimate p(z; | d), p(w; | z;) given the revised p(z; | d;, w;) nuerlr:gb etfofs;rr:;e Vfozj(i]a:))e;:i:
(D \ (N] - docurTlentj. )
D n(d,w) p(z| d w) | N n(d, w) p(z| d, w)
=l _J 5 =
powil ) ==  pald) =L -
2, 2 dw) pldywy) n(d, w) pzy| dy w)
=1 1=l i=1 k'=1
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PLSA — Inference

pAW) = Hp(d)HZp( Hpolg=p | D .
=1 k=1 ]

» Initialise p(z; | dj) and p(w: | z;) to positive quantities

p(z | d) p(w;| z)

E-step: Estimate the probability of each topic given the p(z | d,w) =
. A/ K
) words in each document 2 Pl d) p(w;| z)
» M-step: Re-estimate p(z; | d)), p(w; | z;) given the revised p(z; | d;, w;)
D N;
Y n(d,w) pz | d;, w)) : ' n(d, w) (| d,w)
Jj=1 i i—
p(wllzk)z D N p(Zkla’])= N, IK
2 ( , Wir) p(Z | Cl}'a Wir) | 2 Z n(d W) p(z] dj, w;)
j=1 1=l i=1 k'=1
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pLSA and LSA

D N,k q Z
p(d, W) = HP(dj)H ZP(Zji = kld) p(w;;| z;; = k) @
j=1

N.
e j
..'i,- “““ D
‘--‘
KX K .
‘A
N XD ~ N XK X X KxD
Cx
X W,
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pLSA and LSA

D N,k q ..
p(d, W) = HP(dj)H ZP(Zji = k|d) p(w;;| z;; = k) @
j=1

N.
i=1 k=1 e e J
"n.- ‘‘‘‘ D
‘-‘-‘
-
NXxD ~ NXK X KXD
Ck
X Wy f'
D n(d,w) p(z | di,w,)
L j=1i=l
p(z) = N
PILCAT
j=1 i=1
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pLSA and LSA

p(d, W) = Hp(d)HZp( = k| d) p(w;;| zj; = k) @

i=1 k=1
““““““ D
o
I ?
Nx D ~ NxK x So, why are LSA and pLSA different:
X Wy

w;)
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pLSA and LSA

p(d, W) = Hp(d)HZp( = k| d) p(w;;| zj; = k) 0

i=1 k=1
........ D
™
Main difference
The two techniques have a different
NXD ~ NXK X objective function — probabilistic vs.
deterministic approach
X W,

n(d, wy) p(zi | d;, wy)
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pLSA — Disadvantages

D N K | .,
p(d, W) = HP(dj)H ZP(ZJ‘;’ = k|d) p(w;;| z;; = k) @
j=1

=1 k=1 J

» The number of parameters that we need to learn during training grows linearly with the
number of documents (D), which ultimately leads to overfitting.

> PpLSA learns p(z; | d;) only for the documents it sees during the training phase. To deal

with a new document, it needs to repeat EM (retrain). Not the best thing to do for large
and live document collections!
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Latent Dirichlet Allocation (LDA)

() @ G Nj @ (®)  LDA

pLSA
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Latent Dirichlet Allocation (LDA)

o O O—@H e

D K

1. For each of the K topics draw a multinomial distribution (over words) 3, from a Dirichlet
distribution with parameter yn

2. For each of the D documents draw a multinomial distribution (over topics) Oj from a Dirichlet
distribution with parameter

3. For each word position i (1 to Nj) in a document J:
a. Select a latent topic Zj; from the multinomial distribution (step 2) parametrised by Oj

b.  Choose the observed word w;; from the multinomial distribution (step 1) parametrised by f_
ji
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LDA — Generative story

Topic proportions

Topics Documents ,
and assignments

gene 0.04

dna 0.02 . . . L.
genetic  0.01 Seeking Life’s Bare (Genetic) Necessities
" COLD SPRING HARBOR, NEW YORK—  “are not all thar far apart,” cspecially in

How many genes does an 9rganism ncggd to  comparison to the 75,000 genes in the hu
\_/ survive! Last week at the genome meeting aenome, notes Siv Andersson oSer<ala
here,™ two genome researchers with radically ™ University in Swot= «-
different approaches presented complemen-  80Q . But coming up with a Cons

@
@
life 0.02 tary views of the basic genes needed for life: ™ sus answer may be more than just a gesetic ‘
evolve 0.01 One research team, using computer analy numbers ganre—pacticularly aemore and
. ses to compare known genomes, concluded  more genomes are ¢ ctonsapped a ‘
organism 0.01 that today’s Organisms can be sustained with  sequenced. “It may be a way of organizing
"1 just 250 genes, and that the earliest life forms  any newly sequenced genome,” explains . H H
O

required a mere 128 genes. The o Arcady Mushegian, a computational mo-
/ other researcher mapped genes \ lecular biologist at the Natiaggl Center
. . . - \ . . . . ~
in a simple parasite and esti g \ for Biotechnology Information TNCBI)
Haemophilus \ o

4

mated that for this organism, ~ genome } in Bethesda, Maryland. Comparing ai
aTa) . ) { ..~ 1703 genes |
brai 0.04 800 genesare plentytodothe | % -
i «©
rain . job—but that anything short 2
neuron 0.02 of 100 wouldn’t be enough. 3
nerve 0.01 Although the numbers don't . . -
. . | i [ ) E
o match precisely, those predictions Wpschlescse / — | joes set | ones) &
469 genos / \\ s 4 al 2
\/ . o et
* Genome Mapping and Sequenc-
ing, Cold Spring Harbor, New York, Stripping down. Computer analysis yields an esti-
May 8 to 12. mate of the minimum modern and ancient genomes.
data 0.02

computer 0.01

/

Assume a number of topics, defined as distributions over words (far left). A document is generated by
first choosing a distribution over the topics (far right), then for each word position choosing a topic
assignment (coloured coins), then choosing a word from the corresponding topic.

Blei. CACM, 2012, doi.org/10.1145/2133806.2133826
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Topics

gene 0.04
dna 0.02
genetic 0.01

LDA — Generative story

Topic proportions

Documents ,
and assignments

i

life 0.02
evolve 0.01
organism 0.01

/

brain 0.04
neuron 0.02
nerve 0.01
data 0.02

number 0.02
computer 0.01

Seeking Life’s Bare (Genetic) Necessities

COLD SPRING HARBOR, NEW YORK—  “are not all that far apart,” cspeciallv in ‘
How many genes does an BFganism ncgd to - comparison to the 75,000 genes in the hu
survive! Last week at the genome meeting ~genome, notes Siv Andersson oMer<ala
here,” two genome researchers with radically University in Swois "" ‘
different approaches presented complemen-  80Q T. But coming up with a Cons
tary views of the basic genes needed for lifes ™ sus answer may be more than just a gesefic ‘
One research team, using computer analy numbers gAnre—pacticularly ae"more and
ses to compare known genomes, concluded  more genomes are ¢ ctoysapped a \ B
that today’s OFganisms can be sustained with  sequenced. “It may be a way of organizing
iust 250 genes. and that the earliest life for anv newly T BB 1” explai e
Just 250 genes, and that the earliest e rorms any ncewly scquenced genome,  explains
required a mere 128 genes. The — Arcady Mushegian, a computational mo- /
other researcher mapped genes lecular biologist at the Natiaggl Center ‘
in a simple parasite and esti S \ for Biotechnology Information
N . . Haemophilus \ . ' N .
mated that for this organism, ~ genome \ in Bethesda, Maryland. Comparing ai
800 senes are plenty todo the  [aitsosss |
oll genesare plenty todo the : / Redundant and a ‘ -
jn_l\—lwur that anything short _' Oeee paras e Shecs PERE e 2
of 100 wouldn’t be enough. - Aincommon )\ 1 bocens =4 gonee =122 gence S
Although the numbers don't 4 ) +eagene / N\ l lﬂ“—\\ (128 2
: : g ! Minimal \ w
match precisely, those predictions Mycoplasma | ‘w26 | gene set ?L-g‘jﬁ,s) 5
) genome / 250 genes | X -
469 genes s fCesval <

gene set

* Genome Mapping and Sequenc-
ing, Cold Spring Harbor, New York, Stripping down. Computer analysis yields an esti-
May 8 to 12. mate of the minimum modern and ancient genomes.

SCIENCE o VOL. 272 ¢ 24 MAY 1996

/

D K
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LDA — Generative story

Topic proportions

Topics Documents ,
and assignments

gene 0.04

dna 0.02 . . . .y w
genetic  0.01 Seeking Life’s Bare (Genetic) Necessities
" COLD SPRING HARBOR, NEW YORK—  “are not all thar far apart,” cspecially in

How many genes does an 9rganism ncggd to  comparison to the 75,000 genes in the hu
/ survive! Last week at the genome meeting ~genome, notes Siv Andersson oMer<ala
here,™ two genome researchers with radically ™ University in Swot= <--
different approaches presented complemen- 800 T. But coming up with a cOms

life 0.02 tary views of the basic genes needed for lifes ™ sus answer may be more than just a gesefic
evolve 0.01 One research team, using computer analy numbers gAnre—pacticularly ae"more and
. 0.01 ses to compare known genomes, concluded MOre genoOmes are ¢ ctorysapped a
e . that today’s OFganisms can be sustained with  sequenced. “It may be a way of organizing
"1 just 250 genes, and that the earliest life forms  any newly sequenced genome,” explains

— Arcady Mushegian, a computational mo-
lecular biologist at the Natiaggl C enter

{7

required a mere 128 genes. The
/ other researcher mapped genes
in a simple parasite and esti

mated that for this organism, |
800 genes are ]‘lcnt\' todothe |

Mophﬂas . o q .
~ genome } in Bethesda, Maryland. Comparing ai
- 1703 genes

. / Redundant and R =
brain 0.04 job—but that anything short paras e Speo s orn gon g
neuron 0.02 of 100 wouldn’t be enough. =122 genes 3
nerve 0.01 Although the numbers don't | S

atc clsely se predictions l | ) -
o match precisely, those prediction i/ mod) \\ >
\/ e -—‘// o =
gene sel
* Genome Mapping and Sequenc-
ing, Cold Spring Harbor, New York, Stripping down. Computer analysis yields an esti-
May 8 to 12. mate of the minimum modern and ancient genomes.

Gata 0,02 N+ e 1. For each of the K topics draw a

computer  0.01 j multinomial distribution 3, from a

_— Dirichlet distribution with parameter n

D K
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Topics

gene 0.04
dna 0.02
genetic 0.01

-

life 0.02
evolve 0.01
organism 0.01

-

brain 0.04
neuron 0.02
nerve 0.01
data 0.02

number 0.02
computer 0.01

LDA — Generative story

Documents

Seeking Life’s Bare (Genetic) Necessities

COLD SPRING HARBOR, NEW YORK—  “are not all thar far apart,” cspecially in
How many genes does an BFganism ncgd to - comparison to the 75,000 genes in the hu ‘
survive! Last week at the genome meeting genome, notes Siv Andersson o¥Mer<ala
here,™ two genome researchers with radically  University in Swods “" ‘
different approaches presented complemen- 800 T. But coming up with a cOms
tary views of the basic genes needed for lifes ™ sus answer may be more than just a gesefic ‘
One research team, using computer analy numbers gAnre—pacticularly ae"more and
ses to compare known genomes, concluded  more genomes are ¢ ctoryssapped a \
that today’s OFganisms can be sustained with  sequenced. “It may be a way of organizing
just 250 genes, and that the earliest life forms  any newly sequenced genome,” explains 4*
required a mere 128 genes. The — Arcady Mushegian, a computational mo- /
other researcher mapped genes lecular biologist at the Natiaggl Center ‘
in a simple parasite and esti AR \ fnr Biotechnology lnfnrm;}tiun N8
mated that for this organism, ~ genome } in Bethesda, Maryland. Comparing ai
NN ) ) { .- 1703 genes !
800 genesare plentytodothe | 5% / Sedtorant and _
job—Dbut that anything short FRRdiATa ey Genes paras e Speo s bdetn genes
of 100 wouldn’t be enough. - /@’fmcﬂ for biochemica -4 genes -122 genes
£

N 9' Tways o
Although the numbers don't — \ +22genes / N\ l Ve
match precisely, those predictions ey ) --\\wm :
/
2250
* Genome Mapping and Sequenc-

469 genes
ing, Cold Spring Harbor, New York, Stripping down. Computer analysis yields an esti-
May 8 to 12. mate of the minimum modern and ancient genomes.

ADRPTED FROM NCBI

Topic proportions
and assignments

-

2. For each of the D documents draw a multinomial distribution
(over topics) Oj from a Dirichlet distribution with parameter a

N

D K
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Topics

gene 0.04
dna 0.02
genetic 0.01

-

life 0.02
evolve 0.01
organism 0.01

-

brain 0.04
neuron 0.02
nerve 0.01
data 0.02

number 0.02
computer 0.01

LDA — Generative story

Documents

Topic proportions
and assignments

COLD SPRING HARBOR, NEW YORK—
How many genes does an Organism negg to
survive! Last week at the genome meeting
here,” two genome researchers with radically
different approaches presented complemen-
tary views of the basic genes needed for/life.
One research team, using computer analy
ses to compare known genomes, concluded
that today’s Organisms can be sustained with
just 250 genes, and that the earliest life forms
required a mere 128 genes. The —
other researcher mapped genes
in a simple parasite and esti e
mated that for this organism, _ genome
800 genes are ]‘lcnt\' todo the \ o e5aipsns
job—Dbut that anything short
of 100 wouldn’t be enough.
Although the numbers don't
match precisely, those predictions

G
i

* Genome Mapping and Sequenc-

Mycoplasma
genome
469 genes

Seeking Life’s Bare (Genetic) Necessities

“ 3 " . .

are not all thar far apart,” especially in

comparison to the 75,000 genes in the hu
aenome, notes Siv Andersson o¥ser<ala

University in Swoim <--
800 T. But coming up with a Cons

sus answer may be more than just a gesetic
numbers JanTe—~earticularly_a<ore and
MOre geNOMes are ¢ ctoryssapped a

sequenced. “It may be a way of organizing

any newly sequenced genome,” explains

Arcady Mushegian, a computational mo-

lecular biologist at the Natic

\\ for Biotechnology Information TNCBI)
} in Bethesda, Maryland. C ari

! ethesda, Maryland. Comparing ai

Redundant and -
Genes parasile-specilic odern genes
neeced ML oved removeg
for biochemica -4 genes ~122 genes

Tways -
\ +22genes ™
| /2“ L [}
;l - { genes
J y
iy

ing, Cold Spring Harbor, New York, Stripping down. Computer analysis yields an esti-
May 8 to 12. mate of the minimum modern and ancient genomes.

gl Center

ADRPTED FROM NCBI

AW/

-

3. For each word position i (1 to Nj) in a document J:

a. Select a latent topic Zj; from the multinomial distribution parametrised by 0].

D
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Topics

gene 0.04
dna 0.02
genetic 0.01
life 0.02
evolve 0.01

organism 0.01

-

brain 0.04
neuron 0.02
nerve 0.01
data 0.02

LDA — Generative story

Documents

Topic proportions
and assignments

COLD SPRING HARBOR, NEW YORK—
How many genes does an-nc J to
Last week at the genome meeting
here,™ two genome researchers with radically
different approaches presented complemen-
tary views of the basic genes needed for-
One research team, using computer analy-
ses to compare known genomes, concluded
that mday's_c;m be sustained with
just 250 genes, and that the earliest life forms
required a mere 128 genes. The
other researcher mapped genes
in a simple parasite and esti-
mated that for this organism,
800 genes are plenty todothe |
job—but that anything short  \
of 100 wouldn’t be enough. :
Although the numbers don'’t
match precisely, those predictions

* Genome Mapping and Sequenc-
ing, Cold Spring Harbor, New York,

.\ for Biotechnology Information

Seeking Life’s Bare (Genetic) Necessities

“are not all that far apart,” especially in
comparison to the 75,000 genes in the hu-

:nome, notes Siv Anderssor
University in SWoiter]
800 n 5T. But coming up with a conse
sus answer may be more than just a ge
numbers MAnre—pacticularly aeMore and
MOre eNOMEs are gauaiete ¢d a¥
sequenced. “It may be a way of organizim
any newly sequenced genome,” explains

Arcady Mushegian, a computational mo-
lecular biologist at the Natiaggl Center

BI)

\Z

T

1C

Redundant and R Lk
parasite-specil fodern genes
Qoo 00 removed

ADRPTED FROM NCBI

Stripping down. Computer analysis yields an esti-
May 8 to 12. mate of the minimum modern and ancient genomes.

number 0.02
computer 0.01

i

3. For each word position i (1 to Nj) in a document J:

b. Choose the observed word Wi; from the multinomial distribution parametrised by 3

Zji

D K
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LDA — Multinomial distribution (Mult)

OO rO—@ @

D K

What is the probability of a set of outcomes for an event that has multiple outcomes?
— Roll a 6-sided dice S times. What is the probability of getting a “3” 1 time and a “6” 4 times?
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LDA — Multinomial distribution (Mult)

OO rO—@{TO—@

D K

What is the probability of a set of outcomes for an event that has multiple outcomes?
— Roll a 6-sided dice S times. What is the probability of getting a “3” 1 time and a “6” 4 times?

51 (1 1\’
~ -l —=]1-{—=] ~0.00064
— 114! 6 6
ways to get 1 /'

“3"and 4 “6s \

prob. of 1 “3”

prob. of 4 “6”s
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LDA — Multinomial distribution (Mult)

()

.@\

D

O—@ O

K

What is the probability of a set of outcomes for an event that has multiple outcomes?
— Roll a 6-sided dice S times. What is the probability of getting a “3” 1 time and a “6” 4 times?

5!

i
ways to get 1

((3)) and 4 ((6))5

Formally: p(ny, ..

prob. of

.,nk) —

yd
1“3’ ~—

n!

nl-...-m!

1 1\*
—» * - ¢ B % ().()0064
1141 \ 6 6

prob. of 4 “6”s

COMPO0084 - Topic models & vector semantics

youtube.com/watch?
v=5A_H1leHbOCY

10 min explanation by
Prof. John Tsitsiklis

= pyte o ptogiven n{py, L i)
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LDA — Dirichlet distribution (Dir)

O 1O O—@ 7@

D K

Dirichlet: Exponential family distribution over the simplex (positive vectors with elements
that sum up to 1), essentially a distribution over multinomial distributions

p(0la) = - | Hé’gk_l where I'(n) =mn—1)!

Parameter a controls the mean shape and sparsity of 0 (same applies on n for p3)
Note: a is a vector of K (= number of topics) parameters for ® and i has V parameters for f,
where V' is the size of the vocabulary (unique terms across all D documents)
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Assume a simplex 0 = [6’1, 05, (93] across K = 3 topics with 0 < 6, < 1. How do different values for
a affect the 0 produced by the Dirichlet distribution? Let’s plot 5,000 samples for different a’s.

]

0.8

LDA — Dirichlet distribution (Dir)

@\

ofo—etHte
N;

D

K

a =100x[0.33, 0.33, 0.33]

<1

Large values of a lead to more dense 0’s

COMPO0084 - Topic models & vector semantics
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Assume a simplex 0 = [6’1, 05, (93] across K = 3 topics with 0 < 6, < 1. How do different values for
a affect the 0 produced by the Dirichlet distribution? Let’s plot 5,000 samples for different a’s.

0.8
0.6
0.4

0.2

LDA — Dirichlet distribution (Dir)

(-

O—@
N

D

a =100x[0.33, 0.33, 0.33]

Z1

-0.5 0 0.5

a = 10x[0.33, 0.33, 0.33]

0.8
0.6
0.4

0.2

K

Large values of a lead to more dense 0’s
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0.8

0.6

0.4

0.2

LDA — Dirichlet distribution (Dir)

@\

>@

’@

Nj

D

‘o= 15x[0.71, 0.14, 0.14]

-0.5 0

Imbalance in a shapes the focus of the distribution

‘o= 15x[0.14, 0.71, 0.14]

o)

K

0.8

0.6

0.4

0.2

‘@

Assume a simplex 0 = [6’1, 05, (93] across K = 3 topics with 0 < 6, < 1. How do different values for
a affect the 0 produced by the Dirichlet distribution? Let’s plot 5,000 samples for different a’s.

‘o= 15x[0.14, 0.14, 0.71]

<1

COMPO0084 - Topic models & vector semantics
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LDA — Dirichlet distribution (Dir)

O O O—@ T

D K

Assume a simplex 0 = [6’1, 05, (93] across K = 3 topics with 0 < 6, < 1. How do different values for
a affect the 0 produced by the Dirichlet distribution? Let’s plot 5,000 samples for different a’s.

a =0.7x[0.33, 0.33, 0.33]

Values of @ < 1 create increasingly sparse outputs
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LDA — Dirichlet distribution (Dir)

O O O—@ T

D K

Assume a simplex 0 = [6’1, 05, (93] across K = 3 topics with 0 < 6, < 1. How do different values for
a affect the 0 produced by the Dirichlet distribution? Let’s plot 5,000 samples for different a’s.

a =0.7x[0.33, 0.33, 0.33] - a =0.7x[0.9, 0.05, 0.05]

&)

0.8
0.6
0.4

0.2

Values of @ < 1 create increasingly sparse outputs
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LDA — Dirichlet distribution (Dir)

s O

N

D

a =0.7x[0.33, 0.33, 0.33]

- a =0.7x[0.9, 0.05, 0.05]
A28

0.8
0.6
0.4

0.2

(D@

K

Assume a simplex 0 = [6’1, 05, (93] across K = 3 topics with 0 < 6, < 1. How do different values for
a affect the 0 produced by the Dirichlet distribution? Let’s plot 5,000 samples for different a’s.

a =0.01x[0.33, 0.33, 0.33]
<1

0.8
0.6
0.4

0.2

Values of @ < 1 create increasingly sparse outputs

COMPO0084 - Topic models & vector semantics
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LDA — Why do we combine Mult and Dir distributions?

“\
O O—O—@H®

D K

‘@

» The Dirichlet distribution is conjugate to the Multinomial distribution

» Posterior p(f3|n, w) and prior p(p|n) belong to the same distribution family
as the prior (Dirichlet) given that p(w|p) is a Multinomial and p(f8|n) a

Dirichlet

» Abstracting the math, observed data (w) are adding to our prior intuition

(n) about how words relate with topics

COMPO0084 - Topic models & vector semantics
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LDA — Inference

O RO On e HOS

D K

Joint probability distribution

p(W.0.B.Z|an) Hp (B¢ m) Hp 0] ) (Hp Wi B,z ))

We are interested in this posterior p(0,B,Z|W,an) =

can’'t compute — approximate inference
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LDA — Inference, Gibbs sampling

» |nitialise probabilities randomly or uniformly (assume that we know everything!)

» |n each step, replace the value of one of the variables by a value drawn from the
distribution of that variable conditioned on the values of the remaining variables

» Repeat until convergence

Fort=1,...,T:

(+1)

Sample x, X (t) . (t))

% 3 b *9 N

(+1)

Sarmple 10+ ~ p(x 0, 40)

x| XD, D D 0 (r))

Samplex Xy e X X s s Xy

1 1 1
Sample x{/*) ~ p (x XD, ]gfl))
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LDA — Inference, Gibbs sampling

» |nitialise probabilities randomly or uniformly

» Go over each word 1 in every document j (wjl-)

» Estimate the probability of assigning w;; toeach @ @ .@ . @ (v)
N

topic, conditioned on the topic assighnments . .

(Zj,_i) of all other words Wi _; (notation indicating

the exclusion of w;)

p(Zji =k ‘ Zj,—ia W,%'I) X
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LDA — Inference, Gibbs sampling

» |nitialise probabilities randomly or uniformly

» Go over each word 1 in every document j (w;)

» Estimate the probability of assigning w;; to each (o)
topic, conditioned on the topic assighnments

(Zj,_i) of all other words Wi _; (notation indicating

the exclusion of w;;)

~

nj,k,_i -+ ak

p(Zji =k ‘ Zj,—ia W,(lﬂl) X

L 4
' d
L 4

K
. zk’:] njvkla_i + ak,

J

L 4
P
-
-
4
L 4
L 4
4
L 4
(4
4
L 4
L 4
L 4
4
L 4
L 4
-’
L 4
4
L 4
L 4
1 4
_

- )
mk,Wji, l + ;/]W]l
%
Zyzl My . —i + "y
_ J
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LDA — Inference, Gibbs sampling

» |nitialise probabilities randomly or uniformly

» Go over each word 1 in every document j (w;)

> Estimate the probability of assigning w;; to each (@ @ . . @ ()
N

topic, conditioned on the topic assighnments . .

(Zj,_i) of all other words Wi _; (notation indicating

the exclusion of w;)
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LDA — Inference, Gibbs sampling

» |nitialise probabilities randomly or uniformly

» Go over each word 1 in every document j (w;)

» Estimate the probability of assigning w;; to each () @
topic, conditioned on the topic assighnments

(Zj,_i) of all other words Wi _; (notation indicating

the exclusion of w;;)

4 N (0
n., _-+ao mg., _;+Hn,.
_ ],k,_l k 9w]19 l W]l
p(Zji — k ‘ Zj,—ia W,%'I) X K : %
Zk/zl Ny —i T X Z,,zl my, i+ 1,

. AN y
» From the above conditional distribution, sample
a topic and set it as the new topic assignment z;

of Wi

COMP0084 - Topic models & vector semantics 61



LDA — Gibbs sampling, toy example

— Consider K = 3 topics
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LDA — Gibbs sampling, toy example

— Consider K = 3 topics
— Sampling from document j (word order doesn’t matter)

Zii | ? | ? | ? | ? | ?
document J i e S
J wji  Brexit deficit Europe market single
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LDA — Gibbs sampling, toy example

— Consider K = 3 topics
— Sampling from document j (word order doesn’t matter)
— Randomly assign topics to all words in document j (and all other docs)

Zi 3 ; ? a ? a ? | ?
document J i e S
J wji  Brexit deficit Europe market single

COMP0084 - Topic models & vector semantics 64



LDA — Gibbs sampling, toy example

— Consider K = 3 topics
— Sampling from document j (word order doesn’t matter)
— Randomly assign topics to all words in document j (and all other docs)

q (o z2 3 2  r v 17
ocumen e
J wji  Brexit deficit Europe market single
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LDA — Gibbs sampling, toy example

— Consider K = 3 topics
— Sampling from document j (word order doesn’t matter)
— Randomly assign topics to all words in document j (and all other docs)

document j ----------------------- ------------------------ : ........... —
wji  Brexit deficit Europe market single
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LDA — Gibbs sampling, toy example

— Consider K = 3 topics
— Sampling from document j (word order doesn’t matter)

— Randomly assign topics to all words in document j (and all other docs)
— Update the word-topic counts for all documents

document j ----------------------- ------------------------ : ........... —
wji  Brexit deficit Europe market single

words / topics 1 2 3
a a 0

___________________ Brexit | 100 40 2
deficit 10 60 0

word-topic counts Europe 95 . 0
across all documents S
market 0 70 o

single 50 15 90
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LDA — Gibbs sampling, toy example

— Consider K = 3 topics
— Sampling from document j (word order doesn’t matter)

— Randomly assign topics to all words in document j (and all other docs)
— Update the word-topic counts for all documents

— Sample the first word (“Brexit”) in document j; unassign it from topic 3 and decrement its count in the word-topic counts

document A N B S s B
wji  Brexit deficit Europe market @ single
words / topics 1 2 3
Brexit 100 30 2
deficit 10 60 0
word-topic counts Europe 05 . o
across all documents R i i
market 50 70 5
single 50 15 90

COMPO0084 - Topic models & vector semantics 68



LDA — Gibbs sampling, toy example

— Consider K = 3 topics
— Sampling from document j (word order doesn’t matter)

— Randomly assign topics to all words in document j (and all other docs)
— Update the word-topic counts for all documents

— Sample the first word (“Brexit”) in document j; unassign it from topic 3 and decrement its count in the word-topic counts

document i S o ——— e
wji  Brexit deficit Europe market @ single
words / topics 1 2 3
Brexit 100 30 @ 2-1
deficit 10 60 0
word-topic counts Europe 05 . ’
across all documents e
market 50 70 _______________ o
single 50 15 90
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LDA — Gibbs sampling, toy example

— Consider K = 3 topics
— Sampling from document j (word order doesn’t matter)

— Randomly assign topics to all words in document j (and all other docs)
— Update the word-topic counts for all documents

— Sample the first word (“Brexit”) in document j; unassign it from topic 3 and decrement its count in the word-topic counts

document e A rr——— e

wji  Brexit deficit Europe market @ single

words / topics 1 2 3

Brexit 100 30 1
deficit 10 60 0

word-topic counts Europe 05 . ’
across all documents e
market 50 70 _______________ o

single 50 15 90
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LDA — Gibbs sampling, toy example

— Randomly assign topics to all words in document j (and all other docs)
— Update the word-topic counts for all documents

— Sample the first word (“Brexit”) in document j; unassign it from topic 3 and decrement its count in the word-topic counts
— What are the revised topic proportions in document ;?

ocumen e
J wji  Brexit deficit Europe market single
Topic 1 Topic 2 Topic 3
R C— PRS
4 )
nj,k,—i + 27 mk,wj,-,—i + ”wjl-

p(Z] — k ‘ Zj,—i’ W,OL,I]) X % T
Zk/=1 Ny —i T O Z,;l My, i+ 1,
\_ _J
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LDA — Gibbs sampling, toy example

— Update the word-topic counts for all documents
— Sample the first word (“Brexit”) in document j; unassign it from topic 3 and decrement its count in the word-topic counts

— What are the revised topic proportions in document j?
— How much does each topic “like” the word Brexit?

: Zji ! 2 | 3 | 1 | 1
document e A rr——— S s
wji  Brexit deficit Europe market @ single
Topic 1 Topic 2 Topic 3
; ; R o CE—
words /topics | 1 | 2 @ 3
Brexit
______________ deficit | 10 60 0 g h
Europe 95 5 2 n',k,—i + 27 mk,W'i,—i + }/]W'i
[SNFE A N U P(Z]“ — k‘Z',—ia W,0,1]) K] J— - -
------------------------------------------------------------- Zk/=1 N —i T Oy Zyzl My, —i TNy
single o0 15 9 0 ______ \_ )
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LDA — Gibbs sampling, toy example

— Update the word-topic counts for all documents
— Sample the first word (“Brexit”) in document j; unassign it from topic 3 and decrement its count in the word-topic counts

— What are the revised topic proportions in document j?
— How much does each topic “like” the word Brexit?

9 ny Zji ! -2 3 1 | 1
ocumen N e
J wji  Brexit deficit Europe market single
Topic 1 Topic 2 Topic 3
R C— s

words / topics 1 2 3

Brexit

COMP0084 - Topic models & vector semantics /3



LDA — Gibbs sampling, toy example

— Update the word-topic counts for all documents
— Sample the first word (“Brexit”) in document j; unassign it from topic 3 and decrement its count in the word-topic counts

— What are the revised topic proportions in document j?
— How much does each topic “like” the word Brexit?

9 ny Zji ! -2 3 1 | 1
ocumen e
J wji  Brexit deficit Europe market single

Topic 2 Topic 3

words / topics 1 2 3

Brexit

COMP0084 - Topic models & vector semantics 74



LDA — Gibbs sampling, toy example

— Sample the first word (“Brexit”) in document j; unassign it from topic 3 and decrement its count in the word-topic counts

— What are the revised topic proportions in document j?
— How much does each topic “like” the word Brexit?

— Sample from the revised conditional distribution p(z; = k|z;_;, W,an)

9 ny Zji ! -2 3 1 | 1
ocumen e
J wji  Brexit deficit Europe market single

Topic 2 Topic 3

words / topics 1 2 3

Brexit
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LDA — Gibbs sampling, toy example

— Sample the first word (“Brexit”) in document j; unassign it from topic 3 and decrement its count in the word-topic counts

— What are the revised topic proportions in document j?
— How much does each topic “like” the word Brexit?

— Sample from the revised conditional distribution p(z; = k|z;_;, W,an)

9 ny Zji ! -2 3 1 | 1
ocumen e
J wji  Brexit deficit Europe market single

Topic 2 Topic 3

words / topics 1 2 3

Brexit
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LDA — Gibbs sampling, toy example

— What are the revised topic proportions in document j?
— How much does each topic “like” the word Brexit?

— Sample from the revised conditional distribution p(z; = k|z; _;, W,an)
— Assign the sampled topic to the word “Brexit” and update counts

document j ----------------------- ------------------------ : ........... —
wii  Brexit deficit Europe market single

Topic 2 Topic 3

words / topics 1 2

-3
Brexit 1
. ' 0
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LDA — Gibbs sampling, toy example

— What are the revised topic proportions in document j?
— How much does each topic “like” the word Brexit?

— Sample from the revised conditional distribution p(z; = k|z; _;, W,an)
— Assign the sampled topic to the word “Brexit” and update counts

document j ----------------------- ------------------------ : ........... —
wii  Brexit deficit Europe market single

words / topics 1 2

-3
Brexit 1
. ' 0

.
.
LIS
Yo
e
e
"
e
*a
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LDA online demo

mimno.infosci.cornell.edu/jsLDA/jslda.html
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Evaluating topics

» |t depends on what the topics are for!

» |f they are generated for an end task with a measure-able performance, then
we it makes sense to use this metric, i.e. the performance of the end task as a
proxy for the value of the topic (Note: LDA tends to underperform in such

settings)

» Compute the probability of generating held-out documents (the higher the
better)

» Word intrusion: Show words from topics to human judges (crowdsourcing) with
out-of-topic words inserted (intruders). How often can they identify the word
that does not belong?
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Words as vectors

» We've seen that documents can be represented as vectors of word frequencies
» Words can also be represented as multi-dimensional vectors

» Property to exploit: words that occur in similar contexts (co-occur) tend to have similar
meanings

“You shall know a word by the company it keeps”
John Rupert (J. R.) Firth (1957)
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Words as vectors

» We've seen that documents can be represented as vectors of word frequencies
» Words can also be represented as multi-dimensional vectors

» Property to exploit: words that occur in similar contexts (co-occur) tend to have similar
meanings

“You shall know a word by the company it keeps”
John Rupert (J. R.) Firth (1957)

— My new W is much thinner than my previous one.
— | prefer to work from remote locations using a W.
— This old W has less RAM than my new smartphone.
— With a 15-inch display, it's not a W anymore!
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Words as vectors

» Property to exploit: words that occur in similar contexts (co-occur) tend to have similar
meanings

— My new W is much thinner than my previous one.
— | prefer to work from remote locations using a W.
— This old W has less RAM than my new smartphone.
— With a 15-inch display, it's not a W anymore!

)« )«

» Co-occurs with: “my”, “thinner”, “remote”, “smartphone”, “RAM”, “display”

)) ((a)) (« )«
?

» Occurs after: “my “new”, “old” “display”
» Occurs before: “has”, “RAM”, “thinner”

» W =777
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Words as vectors

Property to exploit: words that occur in similar contexts (co-occur) tend to have similar
meanings

— My new W is much thinner than my previous one.
— | prefer to work from remote locations using a W.
— This old W has less RAM than my new smartphone.
— With a 15-inch display, it's not a W anymore!

)« )«

Co-occurs with: “my”, “thinner”, “remote”, “smartphone”, “RAM” “display”

)) ((a)) (« )«
?

Occurs after: “my “new”, “old” “display”
Occurs before: “has”, “RAM”, “thinner”

W = laptop / notebook / tablet

COMPO0084 - Topic models & vector semantics

384



Using word context: VWords as vectors

» Generate a word-word matrix
— a.k.a. word-context or word co-occurrence matrix
— Note: words can be “terms” in practice
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Using word context: VWords as vectors

Generate a word-word matrix

— a.k.a. word-context or word co-occurrence matrix
— Note: words can be “terms” in practice

If the size of our vocabulary is V, then the size of this matrix is commonly V X V

Each cell of the matrix reports a count of how many times two terms co-occur within a
predefined context

COMP0084 - Topic models & vector semantics
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Using word context: Words as vectors

» Generate a word-word matrix

— a.k.a. word-context or word co-occurrence matrix
— Note: words can be “terms” in practice

» If the size of our vocabulary is V, then the size of this matrix is commonly VX V

» Each cell of the matrix reports a count of how many times two terms co-occur within a
predefined context

» Possible contexts: entire document, a paragraph in a document, a sentence, a number of
terms (window, commonly +4 words)

context target words context

.. more succinct definition of computer science is the study...

.. analysis and study of algorithms, discipline of computer science...
.. the arrival of Japanese mandarin oranges signalled the real...
.. of pomelo and mandarin, orange has genes from both...
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Using word context: VWords as vectors

.. more succinct definiion of computer science is the study...

.. analysis and study of algorithms, discipline of computer science...

... the arrival of Japanese mandarin oranges signalled the real...
.. of pomelo and mandarin, orange has genes from both...

target words

. -  data ..  fruit .. Python ..
computer .. 30 .. 5 . 20
mandarin .. 1 .. 30 .. 0

confext Words ‘ -
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Using word context: VWords as vectors

c
@)
£
>~
0O 4
300 computer (500,300)
We can use the word-context matrix
to project words into space
100 algorithms (250,100)

250 500 data
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Words as large, sparse vectors

» Recap: Word-context matrix of size V X V where V' is the size of the vocabulary

» Large matrix as Vis often very large (> 100,000 terms)

» Sparse matrix as many entries will be O (not all words co-occur in all contexts)
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>

Words as large, sparse vectors

Recap: Word-context matrix of size V X V where V' is the size of the vocabulary
Large matrix as V' is often very large (>100,000 terms)

Sparse matrix as many entries will be O (not all words co-occur in all contexts)

Small context window: a more syntactic representation (driven by syntax,
grammar)

Longer context window: a more semantic representation (more abstract
connections may be captured)

COMPO0084 - Topic models & vector semantics
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Measuring word association — Pointwise Mutual Information (PMI)

» Raw word counts are not the best measure for word association — skewed towards
frequent/infrequent words, non discriminative

» Pointwise Mutual Information (PMI) is a measure of how often two events co-occur,
compared to what we would expect if these events were independent

COMP0084 - Topic models & vector semantics 92



Measuring word association — Pointwise Mutual Information (PMl)

» Raw word counts are not the best measure for word association — skewed towards
frequent/infrequent words, non discriminative

» Pointwise Mutual Information (PMI) is a measure of how often two events co-occur,
compared to what we would expect if these events were independent

» Centre (target) word w;, context word C;

p(wi9 C])
PMI(w;, c,) = log, ————
p(w;) - p(c))

» Numerator: How often we have seen these words together

» Denominator: How often we expect the words to co-occur, assuming they are independent

» PMI: how much more w;, C; co-occur than expected by chance
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Positive Pointwise Mutual Information (PPMI)

» PMI rangesin (—oo, + o0)

» Negative PMI values are harder to interpret and evaluate
— “relatedness’ is easier to evaluate as opposed to “un-relatedness”

» Force positivity — Positive PMI (PPMI)

p(wi9 C])
p(w;) - p(c)) |

PPMI(w;, ¢;) = max { log,

COMP0084 - Topic models & vector semantics 94



Computing PPM|

Assume a word-context matrix A of size V X C; generalisation of the word-word matrix, where the C
contexts may not be identical to the V target words. Let’s generate a PPMI matrix from that.

p(Wia C])
p(w;) - p(c;) |
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Computing PPM|

Assume a word-context matrix A of size V X C; generalisation of the word-word matrix, where the C
contexts may not be identical to the V target words. Let’s generate a PPMI matrix from that.

p(W'a C')
PPMI(w;, ¢;) = max | log, ————,
p(w;) - p(c;)
p(w., ¢;) = & } target word w; co-occurs with context word C; divided by
i %j ZV ( ZC nij) the total count of word occurrences in the corpus
i=1 =1
C

ijl nij .

p(w;) = target word w; appears in the corpus (sum of row 1 of A) divided by...

v C
2 (2;‘:1 nij)
v
2 1

p(cj) = context word C; appears in the corpus (sum of col. j of A) divided by...

Ziv=1 (zjil ”ij)
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Computing PPMI

Assume a word-context matrix A of size V X C; generalisation of the word-word matrix, where the C
contexts may not be identical to the V target words. Let’s generate a PPMI matrix from that.

p(Wi9 C])
p(w;) - p(c;)
_ iy f target Let’s use the PPMI| matrix to measure how
ZV (ZC o the total ¢ (seman:mca y) similar different words are. We
i=1 j=1"Y will need a similarity metric for that.
C
ijl nij :
p(w;) = target word w; appears in the corpus (sum of row i of A) divided by...

v C
2 (2;’:1 nij)
v
2 1

p(cj) = context word C; appears in the corpus (sum of col. j of A) divided by...

ZiV=1 (zjil niJ’)

COMP0084 - Topic models & vector semantics 97



Measuring word similarity — Cosine

N
» Dot product between word vectors w, v: w'v = WitV

— Not balanced: Greater values for longer vectors and for frequent words
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Measuring word similarity — Cosine

N
» Dot product between word vectors w, v: w'v = WitV

— Not balanced: Greater values for longer vectors and for frequent words

» Normalise it by dividing with the length of the vectors! This leads to cosine similarity, i.e.
the cosine of the angle (¢) between the two vectors

N

i—1 Vi Vi B w'v
A SR A, INAIPY 4IPS
Zizlwi Zizlvi

cosine-sim(w, v) = = COS
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Measuring word similarity — Cosine

N
Dot product between word vectors w, v: w'v = WitV

— Not balanced: Greater values for longer vectors and for frequent words

Normalise it by dividing with the length of the vectors! This leads to cosine similarity, i.e.

the cosine of the angle (¢) between the two vectors

N

cosine-sim(w, v) = = COS
S HWH2HVH2
=1 z 1 l

Since w and v > O (when using PPMI), cosine-sim (W, V) ranges from [() 1]

— cosine-sim (w, v) = 0 means that ¢p = 90°
— cosine-sim (w, v) = 1 means that ¢ = 0°

COMPO0084 - Topic models & vector semantics
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Measuring word similarity — Cosine

| | wW. V. ‘N;r‘,
cosine-sim(w, v) = = = COS @

N o N 5 w2l vl];
\/Zi=lwi \/zi=lvi

» Since w and v > 0 (when using PPMI), cosine-sim (W, V) ranges from [O,l]

— cosine-sim (w, v) = 0 means that ¢ = 90°
— cosine-sim (w, V) = 1 means that ¢ = (°

Python

300 computer (500,300)

cosine-sim(computer, algorithms) = 0.9872

100 algorithms (250,100) @ =9.162°

>

250 500 data
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From sparse to dense word vectors

» Previously shown word representations: long (equal to size of the vocabulary V) and
sparse (many 0’s)

» Short and dense representations have advantages
— easier to use as features in statistical learning methods
— capture synonymy better
— generalise better

KXK

| SA NxD

X

N XK KXD

X W,

» Recall Latent Semantic Analysis (LSA), i.e. SVD on the word-document matrix, X. What if
we perform SVD on a word co-occurrence or a PPMI matrix?
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SVD on the PPMI word-context matrix

;
-

@)

SVvD m X

PPMI \Y%
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SVD on the PPMI word-context matrix

lllll

.....

IIIII

N
o
SVD mXc ~ mxk X X k,xﬁtc
R .
+!" ”"—’.
— ;Vi; ;
—— ) U
PPMI \Y%

V. : k-dimensional vector that represents word 1 in our vocabulary
— also known as a word embedding

— commonly, k = 128 to 1024, i.e. v, is short and dense

Downside: SVD has a significant computational cost

COMPO0084 - Topic models & vector semantics
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Word embeddings from prediction

» Same intuition, different approach
— words with similar meanings will co-occur
— Iinstead of counting co-occurrences, predict them

» First broadly adopted method: word2vec — title of the software library, but there is a
small family of methods behind it

» Algorithms
— skip-gram: Predict the context (surrounding) words based on a centre word
— CBOW (continuous bag-of-words): Predict a centre word based on the context words

» Training methods
— Hierarchical softmax
— Negative sampling
— Naive softmax

COMPO0084 - Topic models & vector semantics 105



word2vec — skip-gram

... said that “Hey Jude” is Beatles’ most famous song, but...
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word2vec — skip-gram

... said that “Hey Jude” is Beatles’ most famous song, but...

A

centre word
w;
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word2vec — skip-gram

context words context words

Wi_3, Wy_no Wy Wit Wepos Wey3

---------------------------------------------------------------------------------------------------------------------------------------------------------------

A

centre word

context radius W, context radius
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word2vec — skip-gram

context words context words

Wi_3, Wy_no Wy Wit Wepos Wey3

--------------------------------------------------------------------------------------------------------------------------------------------------------------

centre word

context radius W, context radius
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skip-gram — Simplified objective function

For each word position ¢ out of 7, predict the context words using a fixed radius L (or a
symmetric window 2L)

Objective: Maximise the probability of any context word given the current centre word
(the position of surrounding words does not matter)

T L
maXH H p(wt+i\wt)

=1 i=—L, i#0
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skip-gram — Simplified objective function

For each word position ¢ out of 7, predict the context words using a fixed radius L (or a
symmetric window 2L)

Objective: Maximise the probability of any context word given the current centre word
(the position of surrounding words does not matter)

T L
maXH H p(wm\wt)

=1 i=—L, i#0

Prefer to minimise things, and sums over products

Minimise the mean (across all 7"samples) negative log likelihood:

I L

min% —Z Z log (p (Wt+ilwt)>

=1 i=—L, i#0

COMPO0084 - Topic models & vector semantics
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skip-gram — Simplified objective function

For each word position ¢ out of T, predict the context words using a fixed radius L (or a symmetric window 2L)

Objective: Maximise the probability of any context word given the current centre word

T L

IIllIl— Z Z log< wt+i\wt)>

t=1 i=—L, i#0

— Assume that each centre word (f) has a k-dimensional (common setting for k € [100,1000]) vector
representation v_; all the vectors of the m centre words are held in an k X m matrix V

— Assume that each context word has a k-dimensional vector representation u,; all the vectors of the m

context words are held in an &k X m matrix U
— Thus, the model parameters (2mk) are now Q = [V U]

T L
mln— Z Z log( Wt+i|Wt;Q))
t=1 i=—L, i#0
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skip-gram — Simplified objective function

T L

mln— Z Z 10g( Wt+i‘wt;Q)>

=1 i=—L, i#0

We need an estimate of the probability p(w,, ; | w,) to insert into the formula above

To estimate this we will use a (bad) measure of similarity (dot product) and normalise it using a

common approach in neural networks, the softmax function that converts a vector into a pseudo-
probability distribution

Assuming a vocabulary of m words, for a centre word ¢ (v,) and a context word x (u,)

exp (uv,
px|c) =—; (8%

Z exp (uwvc)

w=1
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w,= (00 ... 1
v.=V-w,
o=U"-v

p,, = softmax(o),

l

e.g. D,

skip-gram — In practice

S

)

centre word as an one-hot vector

get its vector representation (embedding) from the
matrix of centre word embeddings

dot product with all context word vectors m (voc. size) X 1

compute the softmax of this vector — this is the probability
of word i, we have 2L context words

But we also know the correct answer!
In this case, we need to improve our

embeddings (V and U).

In neural nets: do error back-propagation.

COMPO0084 - Topic models & vector semantics
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skip-gram — Negative sampling

Naive / inefficient way for parameter inference

J Q)=—%i i log(p(wtﬂ"wt;Q))

t=1 i=—L, i#0

Gradient descent: Q,,; =Q,—rVyJ (Qp)

.
: : : : CXp (U, V.
Too slow and computationally expensive. Recall, the denominator is too px|c) =— ( )
expensive to compute (for large vocabularies; m) Z (ulv,)
w=]1
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skip-gram — Negative sampling

Naive / inefficient way for parameter inference

=——Z Z IOg( Wt+i‘wt;Q))

t=1 i=—L, i#0

Gradient descent: Q,,; =Q,—rVyJ (Qp)

exp (u,v,)

Too slow and computationally expensive. Recall, the denominator is too px|c) =—
expensive to compute (for large vocabularies; m) Z (ulv,)

Negative sampling: For each context word, sample non-neighbouring words as “negative” samples
New objective: High dot product with context words and low dot product with “negative” samples
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skip-gram — Negative sampling

Naive / inefficient way for parameter inference

J(Q) = —%i i log (p (Wt+i‘wt;Q))

=1 i=—L, i#0
Gradient descent: Q,,; =Q,—rVyJ (Qp)

Going over all the training samples (for a gradient update) is also slow.
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skip-gram — Negative sampling

Naive / inefficient way for parameter inference

J(Q) = —%i i log (p (Wr+i‘wt;Q))

=1 i=—L, i#0
Gradient descent: Qp+1 = Qp — Y Vol (Qp)
Going over all the training samples (for a gradient update) is also slow.

Apply mini-batch gradient descent:
l.e. instead of going through all the data for computing VQJ (Qp)

we use one or small subsets of the data (mini batches) to update the gradient
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Word analogies with word embeddings

b a a b

Note P p
Word embeddings  vector(‘queen’) ~ vector('king’) — vector(‘'man’) + vector(‘woman’)

tend to carry the
biases or

stereotypes of the . ] PR ( ) (Lime! ) 4 )
corpora used to cosine similarity between ‘queen’ and ‘king’ - ‘man’ + 'woman

train them!
b =argmax | cos|V,,V,—V,6 +V,
beV P P

Compute the cosine similarity between the composite embedding (Va —V, + pr) and each

other embedding in our vocabulary, and expect that v, = vector(‘queen’) will have the greatest one.

This gives rise to the word analogy 4p 15 for g, what bp s for b

or man is for king, what woman is for queen
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Word analogies with word embeddings

b a a b

Note P P
Word embeddings  vector(‘queen’) ~ vector('king’) — vector(‘'man’) + vector(‘woman’)

tend to carry the

biases or
stereotypes of the
corpora used to WOMAN
train them! / AUNT QUEENS
WVIAN / KINGS
UNCLE
QUEEN QUEEN
KING KING

This gives rise to the word analogy 4p 15 for g, what bP s for b

or man is for king, what woman is for queen
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Word embeddings based on Twitter

word2vec embeddings

» trained (a few years back) on 1.1 billion tweets post during 2012 to 2016,
approximately geolocated in the UK

» tweets represent current trends, include informal forms of language, and are
often topic-consistent

» 470,194 terms covered (size of the vocabulary)

» the dimensionality of the embedding is equal to 512

» available online at figshare.com/articles/UK_Twitter word _embeddings Il /5791650
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Twitter word embeddings — Similarities

Top-5 most similar words using cosine similarity on word embeddings

» Monday: Tuesday, Thursday, Wednesday, Friday, Sunday

» January: February, August, October, March, June

» red: yellow, blue, purple, pink, green

» we: they, you, we've, our, us

> espresso: expresso, cappuccino, macchiato, latte, coffee

» linux: Unix, Centos, Debian, Ubuntu, Redhat

» retweet: rt, tweet, retweets, retweeting, rewteet

» democracy: democratic, dictatorship, democracies, socialism, undemocratic
» |loool: looool, lool, loooool, looooool, loooooool

> OO XXXXX, XXX, XOOKKXXXK, XXXXXXK, XXXXXXX

» enviroment: environment, environments, env, enviro, habitats
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Twitter word embeddings — Analogies

» sheis to her what heis to ...
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Twitter word embeddings — Analogies

» sheis to her what he is to ... [his, him, himself]
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Twitter word embeddings — Analogies

» sheis to her what he is to ... [his, him, himself]

» Rome is to Italy what London is to ...
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Twitter word embeddings — Analogies

» sheis to her what he is to ... [his, him, himself]

» Rome is to Italy what London is to ... [UK, Denmark, Sweden]
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Twitter word embeddings — Analogies

» sheis to her what he is to ... [his, him, himself]
» Rome is to Italy what London is to ... [UK, Denmark, Sweden]

» gois for went what do is to... [did, doing, happened]
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Twitter word embeddings — Analogies

» sheis to her what he is to ... [his, him, himself]
» Rome is to Italy what London is to ... [UK, Denmark, Sweden]
» gois for went what do is to... [did, doing, happened]

» big is to bigger what small is to... [smaller, larger, tiny]
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Twitter word embeddings — Analogies

she is to her what he is to ... [his, him, himself]

Rome is to Italy what London is to ... [UK, Denmark, Sweden]
go is for went what do is to... [did, doing, happened]

big is to bigger what small is to... [smaller, larger, tiny]

poet is to poem what author is to... [novel, excerpt, memoir]
Messi is to football what Lebron is to... [basketball, bball, NBA]

Elvis is to Presley what Aretha is to... [Franklin, Ruffin, Vandross]
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Twitter word embeddings — Analogies

she is to her what he is to ... [his, him, himself]

Rome is to Italy what London is to ... [UK, Denmark, Sweden]

go is for went what do is to... [did, doing, happened]

big is to bigger what small is to... [smaller, larger, tiny]

poet is to poem what author is to... [novel, excerpt, memoir]
Messi is to football what Lebron is to... [basketball, bball, NBA]
Elvis is to Presley what Aretha is to... [Franklin, Ruffin, Vandross]
UK is for Brexit what Greece is to... [Grexit, Syriza, Tsipras]

UK is for Farage what USA is to... [Trump, Farrage, Putin]
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Next lectures with me

» March 20, 11am to 12pm, guest lecture by me about some of my research
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